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Анотацiя

Вiннiченко О.О. Геометричнi та алгебраїчнi властивостi бездис-

персiйного рiвняння Нижника. — Квалiфiкацiйна наукова праця на

правах рукопису.

Дисертацiя на здобуття ступеня доктора фiлософiї за спецiальнiстю

111 Математика. – Iнститут математики НАН України, Київ, 2024.

У дисертацiї виконано розширений симетрiйний аналiз (дiйсного си-

метричного потенцiального) бездисперсiйного рiвняння Нижника

𝑢𝑡𝑥𝑦 = (𝑢𝑥𝑥𝑢𝑥𝑦)𝑥 + (𝑢𝑥𝑦𝑢𝑦𝑦)𝑦, (1)

яке також називають бездисперсiйним рiвнянням Нижника–Новiкова–

Вєсєлова або навiть бездисперсiйним рiвнянням Новiкова–Вєсєлова. Це

рiвняння є бездисперсiйним аналогом дiйсного симетричного потенцiаль-

ного рiвняння Нижника. У наведенiй повнiй назвi рiвняння атрибут “дiй-

сне” означає, що i незалежнi, i залежнi змiннi у рiвняннi є дiйсними. Ви-

бiр базового поля для змiнних є важливим, оскiльки вiд нього залежать

групи точкових та контактних симетрiй рiвняння.

У лiтературi є багато спроб дослiдження рiвняння (1) у рамках симе-

трiйного аналiзу диференцiальних рiвнянь, але цi спроби зазвичай невда-

лi, оскiльки отриманi результати не є повними або достовiрними. Тому

було важливо виконати симетрiйний аналiз бездисперсiйного рiвняння

Нижника правильно, вичерпно й оптимально, застосовуючи широкий на-

бiр сучасних методiв симетрiйного аналiзу та використовуючи коректну

термiнологiю.

Разом iз рiвнянням (1) також розглянуто його нелiнiйне представле-

ння Лакса

𝑣𝑡 =
1

3

(︃
𝑣3𝑥 −

𝑢3𝑥𝑦
𝑣3𝑥

)︃
+ 𝑢𝑥𝑥𝑣𝑥 −

𝑢𝑥𝑦𝑢𝑦𝑦
𝑣𝑥

, 𝑣𝑦 = −𝑢𝑥𝑦
𝑣𝑥

(2)
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i бездисперсiйний вiдповiдник

𝑝𝑡 = (ℎ1𝑝)𝑥 + (ℎ2𝑝)𝑦, ℎ1𝑦 = 𝑝𝑥, ℎ2𝑥 = 𝑝𝑦 (3)

симетричної системи Нижника, який є потенцiальною системою для рiв-

няння (1).

У роздiлi 1 дослiджено симетрiйнi властивостi рiвняння (1) та си-

стем (2) i (3). Зокрема, знайдено їх максимальнi алгебри лiївської iнварi-

антностi g, gL, gdN, а також максимальну алгебру gc контактних симетрiй

рiвняння (1). Вивчено структуру цих алгебр, що включає побудову до-

статнiх для подальшого розгляду наборiв їх мегаiдеалiв, базовими з яких

є їх радикали r, rL, rdN. Один iз необхiдних мегаiдеалiв алгебри gL не-

можливо знайти стандартними методами. Тому у дисертацiї розроблено

новий метод пошуку мегаiдеалiв, який i використано у цьому випадку.

Показано, що алгебра gc є першим продовженням алгебри g, а алгебри gL

i gdN — продовженнями цiєї ж алгебри вiдповiдно на псевдопотенцiал 𝑣

та набiр потенцiалiв (𝑝, 𝑞).

Застосовуючи оригiнальну версiю алгебраїчного методу на основi ме-

гаiдеалiв, обчислено псевдогрупи точкових симетрiй 𝐺, 𝐺L, 𝐺dN вiдповiд-

но для рiвняння (1) та систем (2), (3), а також псевдогрупу контактних

симетрiй 𝐺c рiвняння (1). Виявилося, що необхiдна алгебраїчна умова,

яка є основою методу, повнiстю визначає псевдогрупу 𝐺, а тому для

завершення її обчислення не потрiбно використовувати прямий метод.

Це перший приклад такого роду в лiтературi. Окрiм того доведено, що

псевдогрупа 𝐺 мiстить рiвно три незалежнi дискретнi елементи, а псев-

догрупа 𝐺c є першим продовженням псевдогрупи 𝐺. Обчислення псевдо-

групи 𝐺c є першим прикладом застосування версiї алгебраїчного методу

на основi мегаiдеалiв для знаходження псевдогрупи контактних симетрiй

диференцiального рiвняння. На вiдмiну вiд неперервних точкових симе-

трiй не всi дискретнi точковi симетрiї рiвняння (1) можна продовжити на

систему (2). Алгебраїчнi частини обчислень псевдогруп 𝐺L i 𝐺dN схожi

на їх вiдповiдник для псевдогрупи 𝐺, але, оскiльки ряд обмежень для
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компонент точкових перетворень симетрiї не можна отримати в рамках

алгебраїчного методу, то тут роль прямого методу стає суттєвiшою (осо-

бливо для псевдогрупи 𝐺dN), нiж у процесi побудови псевдогрупи 𝐺.

У зв’язку iз зазначеною особливiстю застосування алгебраїчного ме-

тоду до рiвняння (1) i для глибшого розумiння пiдґрунтя цього методу,

перевiрено, чи скiнченновимiрнi пiдалгебри s1 i s2 алгебри g, якi приро-

дним чином виникають у процесi обчислення псевдогрупи 𝐺, визначають

дифеоморфiзми, що стабiлiзують цю алгебру чи її перше продовження.

Це дослiдження дало несподiванi результати. Зокрема, пiдалгебра s2 ви-

значає дифеоморфiзми, що стабiлiзують алгебру g, тодi як пiдалгебра s1 i

навiть пiдалгебра s̄1, яка є природним розширенням пiдалгебри s1 одним

векторним полем з g, не мають цiєї властивостi. А перше продовжен-

ня розширення пiдалгебри s2 трьома лiнiйно незалежними векторними

полями з g, що є пiдалгеброю алгебри gc = g(1), визначає дифеоморфi-

зми вiдповiдного простору струменiв першого порядку, якi стабiлiзують

алгебру gc. Крiм того, це дослiдження мiстить альтернативну побудову

псевдогруп 𝐺 i 𝐺c на основi примiтивної версiї алгебраїчного методу. Вiд-

повiднi обчислення є набагато складнiшими, нiж при використаннi версiї

алгебраїчного методу на основi мегаiдеалiв, що загалом обґрунтовує її

використання.

Описано всi диференцiальнi рiвняння третього порядку з трьома не-

залежними змiнними, якi iнварiантнi вiдносно алгебри g. Знайдено пов-

ний набiр геометричних властивостей рiвняння (1), що виокремлюють

його з усього класу диференцiальних рiвнянь iз частинними похiдними

третього порядку з трьома незалежними змiнними. Окрiм iнварiантностi

вiдносно алгебри g вiн включає наявнiсть характеристик законiв збере-

ження 1, 𝑢𝑥𝑥 i 𝑢𝑦𝑦. Це поєднує обернену задачу групової класифiкацiї та

обернену задачу про закони збереження.

У роздiлi 2 вичерпно вивчено лiївськi редукцiї рiвняння (1) i побудо-

вано широкi сiм’ї його iнварiантних розв’язкiв.
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Вперше представлено точний формалiзований опис повної оптимiзо-

ваної процедури лiївської редукцiї у випадку системи рiвнянь iз частин-

ними похiдними з трьома незалежними змiнними, релевантному для рiв-

няння (1).

Використовуючи результати роздiлу 1, прокласифiковано одно- та

двовимiрнi пiдалгебри алгебри g i одновимiрнi пiдалгебри алгебри gL

з точнiстю до 𝐺- i 𝐺L-еквiвалентностi, вiдповiдно. Замiсть стандартного

пiдходу, що ґрунтується на знаходженнi i використаннi внутрiшнiх авто-

морфiзмiв алгебр Лi, розглянуто дiю псевдогрупи 𝐺 на алгебру g, яку

знайдено через пiдняття векторних полiв з g елементами псевдогрупи 𝐺.

Цей спосiб бiльш зручний для обчислень у випадку нескiнченновимiрних

алгебр Лi. Крiм того, при класифiкацiї пiдалгебр вiн дозволяє врахову-

вати не тiльки неперервнi, а й дискретнi перетворення точкової симетрiї

рiвняння (1), що дає можливiсть скоротити вiдповiднi оптимальнi списки

пiдалгебр.

Побудованi списки пiдалгебр створили основу для ефективного та ви-

черпного виконання лiївської редукцiї рiвняння (1) до диференцiальних

рiвнянь iз частинними похiдними з двома незалежними змiнними та до

звичайних диференцiальних рiвнянь.

Пiд час виконання процедури лiївської редукцiї для рiвняння (1)

вперше виявлено декiлька цiкавих явищ. Зокрема, редукованi рiвняння

успадковують не всi параметри вiдповiдних сiмей нееквiвалентних пiд-

алгебр. Граничним для цього явища є випадок, коли всi нееквiвалентнi

пiдалгебри з сiм’ї, навiть параметризованої довiльними функцiями, за

належного вибору анзацiв вiдповiдають тому самому редукованому рiв-

нянню. Iншим проявом цього явища є можливiсть вiдображення класу

редукованих рiвнянь у свiй пiдклас, який має меншу кiлькiсть параме-

трiв. Деякi еквiвалентнi двовимiрнi пiдалгебри алгебри g з ненульовим

одновимiрним перетином iндукують нееквiвалентнi одновимiрнi пiдалге-

бри максимальної алгебри лiївської iнварiантностi редукованого дифе-
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ренцiального рiвняння з частинними похiдними, яке отримане лiївською

редукцiєю по перетину. Алгебра g вкладається в алгебру gL через продов-

ження векторних полiв з алгебри g на псевдопотенцiал 𝑣, а тому будь-яка

лiївська редукцiя рiвняння (1) має вiдповiдник серед лiївських редукцiй

системи (2), але такий вiдповiдник загалом не єдиний навiть з точнiстю

до 𝐺L-еквiвалентностi. Також, на вiдмiну вiд лiївських симетрiй простi

та очевиднi дискретнi точковi симетрiї рiвняння (1) — навiть за опти-

мального вибору анзацiв — можуть iндукувати складнi та нетривiальнi

дискретнi точковi симетрiї вiдповiдних редукованих рiвнянь.

Вперше обчислено групи точкових симетрiй редукованих рiвнянь,

включно з їх дискретними точковими симетрiями, i в усiх випадках пе-

ревiрено, чи є цi симетрiї або прихованими, або iндукованими. Оскiльки

бiльшiсть розглянутих редукованих рiвнянь є досить громiздкими, рiзнi

версiї алгебраїчного методу набагато ефективнiшi для таких обчислень,

нiж прямий метод. Крiм того, деякi редукованi рiвняння для рiвняння (1)

не є максимального рангу. Отже, зазначений аналiз редукованих рiвнянь

є, зокрема, першим в лiтературi явним i систематичним дослiдженням

лiївських та загальних точкових симетрiй диференцiальних рiвнянь, якi

не є максимального рангу. Вiн також глибший, нiж його аналоги у бiль-

шостi робiт у галузi класичного групового аналiзу: застосовано ширший

набiр методiв i технiк, розв’язано незвично велику частку редукованих

рiвнянь i систематичнiше вивчено прихованi симетрiї вихiдного рiвня-

ння. Для iнтегрування та знаходження точних розв’язкiв деяких реду-

кованих звичайних диференцiальних рiвнянь для рiвняння (1) залучено

вiдповiднi лiївськi редукцiї системи (2). У результатi широкi сiм’ї нових

iнварiантних розв’язкiв рiвняння (1) побудовано у явному виглядi в тер-

мiнах елементарних функцiй, функцiй Ламберта та гiпергеометричних

функцiй, а також у параметричнiй або неявнiй формах. Додатково пока-

зано, що лiївськi редукцiї рiвняння (1) до алгебраїчних рiвнянь не дають

нових розв’язкiв цього рiвняння порiвняно з уже побудованими.
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Оскiльки будь-яка функцiя вигляду 𝑢 = 𝑤(𝑡, 𝑥) + 𝑤̃(𝑡, 𝑦), що вiдпо-

вiдає адитивному роздiленню змiнних 𝑥 та 𝑦, є розв’язком рiвняння (1),

таке роздiлення змiнних тривiальне для цього рiвняння. Тому для пошу-

ку нелiївських розв’язкiв рiвняння (1), якi узагальнюють деякi його iн-

варiантнi розв’язки, застосовано мультиплiкативне роздiлення змiнних 𝑥

та 𝑦, анзац для якого має вигляд 𝑢 = 𝜙(𝑡, 𝑥)𝜓(𝑡, 𝑦) з 𝜙𝑥 ̸= 0 i 𝜓𝑦 ̸= 0.

Отриманi результати показують, що ще бiльше розв’язкiв рiвняння (1) в

деякiй замкненiй формi можна побудувати, використовуючи iншi методи

симетрiйного аналiзу диференцiальних рiвнянь.

Ключовi слова: бездисперсiйне рiвняння Нижника, алгебра лiївської

iнварiантностi, псевдогрупа точкових симетрiй, псевдогрупа контактних

симетрiй, дискретна симетрiя, мегаiдеал, лiївськi редукцiї, iнварiантнi

розв’язки, прихованi симетрiї, нелiнiйне представлення Лакса, бездис-

персiйна система Нижника, мультиплiкативне роздiлення змiнних.
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Abstract

Vinnichenko O.O. Geometric and algebraic properties of disper-

sionless Nizhnik equation. — Qualifying scientific work on the rights

of the manuscript.

Thesis for the degree of Doctor of Philosophy, speciality 111 Mathe-

matics. – Institute of Mathematics of NAS of Ukraine, Kyiv, 2024.

In the thesis, we carried out extended symmetry analysis of the (real

symmetric potential) dispersionless Nizhnik equation

𝑢𝑡𝑥𝑦 = (𝑢𝑥𝑥𝑢𝑥𝑦)𝑥 + (𝑢𝑥𝑦𝑢𝑦𝑦)𝑦, (1)

which is also called as the dispersionless Nizhnik–Novikov–Veselov equa-

tion or even the dispersionless Novikov–Veselov equation. This equation

is the dispersionless counterpart of the real symmetric potential Nizhnik

equation. In the presented full name of the equation, the attribute “real”

means that both the independent and dependent variables in the equation

are real. The choice of the basic field for the variables is important since

the point and contact symmetry groups of the equation depend on it.

In the literature, there are many attempts to study the equation (1)

within the framework of symmetry analysis of differential equations. How-

ever, they are usually unsuccessful since the obtained results are not com-

plete or reliable. Therefore, it had been important for one to perform the

symmetry analysis of the dispersionless Nizhnik equation correctly and op-

timally, applying a wide set of modern methods of symmetry analysis and

using suitable terminology.

Simultaneously with the equation (1), we considered its nonlinear rep-

resentation Lax representation

𝑣𝑡 =
1

3

(︃
𝑣3𝑥 −

𝑢3𝑥𝑦
𝑣3𝑥

)︃
+ 𝑢𝑥𝑥𝑣𝑥 −

𝑢𝑥𝑦𝑢𝑦𝑦
𝑣𝑥

, 𝑣𝑦 = −𝑢𝑥𝑦
𝑣𝑥
, (2)
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and the dispersionless counterpart

𝑝𝑡 = (ℎ1𝑝)𝑥 + (ℎ2𝑝)𝑦, ℎ1𝑦 = 𝑝𝑥, ℎ2𝑥 = 𝑝𝑦 (3)

of the symmetric Nizhnik system.

In Chapter 1, we studied symmetry properties of the equation (1) and

the systems (2) and (3). In particular, we found their maximal Lie invari-

ance algebras g, gL and gdN and the maximal contact-symmetry algebra gc

of the equation (1).

The structure of these algebras was studied, which includes constructing

the sets of their megaideals that are sufficient for further consideration,

and the basic among their megaideals are their radicals r, rL and rdN. One

of the required megaideals of gL cannot be found by standard methods.

Therefore, we developed a new method of constructing megaideals, which

was used in this case. In addition, the algebra gc is the first prolongation

of the algebra g, and the algebras gL and gdN are prolongations of g to the

pseudopotential 𝑣 and to the tuple of potentials (𝑝, 𝑞), respectively.

Applying an original megaideal-based version of the algebraic method,

we computed the point-symmetry pseudogroups 𝐺, 𝐺L and 𝐺dN of the

equation (1) and the systems (2) and (3), respectively, as well as the

contact-symmetry pseudogroup 𝐺c of the equation (1). It turned out that

the necessary algebraic condition, which is the base of the method, com-

pletely defines the pseudogroup 𝐺, and therefore there is no need to use

the direct method for completing the computation. This is the first exam-

ple of this kind in the literature. In addition, we proved that the pseu-

dogroup 𝐺 contains exactly three independent discrete elements, and the

pseudogroup 𝐺c is the first prolongation of 𝐺. The computation of the

pseudogroup 𝐺c is the first example of applying the megaideal-based ver-

sion of the algebraic method to finding the contact-symmetry pseudogroup

of a differential equation. Unlike continuous point symmetries, not all

discrete point symmetries of the equation (1) can be extended to the sys-

tem (2). The algebraic parts of the computations of the pseudogroups 𝐺L
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and 𝐺dN are quite similar to their counterpart for the pseudogroup 𝐺. At

the same time, since a number of restrictions for the components of point

symmetry transformations cannot be derived within the framework of the

algebraic method, the role of the direct method becomes more significant

here (especially for the pseudogroup 𝐺dN) than in the course of construct-

ing the pseudogroup 𝐺.

In connection with the indicated peculiarity of applying the algebraic

method to the equation (1) and for a deeper understanding of the back-

ground of this method, we checked whether the finite-dimensional subal-

gebras s1 and s2 of the algebra g, which naturally arise in the course of the

above computation of𝐺, define the diffeomorphisms stabilizing this algebra

or its first prolongation. This study gave unexpected results. In particular,

the subalgebra s2 defines the diffeomorphisms that stabilize g, whereas the

subalgebra s1 and even the subalgebra s̄1, which is the natural extension of

the subalgebra s1 by a vector field from g, do not have this property. Sim-

ilarly, the first prolongation of the extension of the subalgebra s2 by three

linearly independent vector fields from g, which is a subalgebra of the alge-

bra gc = g(1), defines the diffeomorphisms of the corresponding first-order

jet space that stabilize gc. Moreover, this study contains the alternative

construction of the pseudogroups 𝐺 and 𝐺c based on the primitive version

of the algebraic method. The corresponding computations are much more

complicated than those in the course of using the megaideal-based version

of the algebraic method, which justifies the application of the latter version

in general.

We described all the third-order partial differential equations in three

independent variables that are invariant with respect to the algebra g. We

also find a set of geometric properties of the equation (1) that singles out it

from the entire class of third-order partial differential equations with three

independent variables. In addition to the invariance with respect to the

algebra g, it includes the presence of the conservation-law characteristics 1,
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𝑢𝑥𝑥 and 𝑢𝑦𝑦. This combines an inverse group classification problem with

an inverse problem on conservation laws.

In Chapter 2, the Lie reductions of the equation (1) are exhaustively

studied and the wide families of its invariant solutions are constructed.

We presented for the first time a precise and formalized description of

the complete optimized Lie reduction procedure in the case of a system

of partial differential equations with three independent variables, which is

relevant to the equation (1).

Using the results of Chapter 1, we classified one- and two-dimensional

subalgebras of the algebra g and one-dimensional subalgebras of the al-

gebra gL up to the 𝐺- and 𝐺L-equivalences, respectively. Instead of the

standard approach, which is based on finding and using inner automor-

phisms of Lie algebras, we considered the action of the pseudogroup 𝐺 on

the algebra g, which was found by pushing forward vector fields from g

by elements of the pseudogroup 𝐺. This method is more convenient for

computing in the case of infinite-dimensional Lie algebras. In addition, in

the course of classifying subalgebras, it allows one to take into account not

only continuous, but also discrete point symmetry transformations of the

equation (1), which makes it possible to reduce the corresponding optimal

lists of subalgebras.

The constructed lists of subalgebras created a basis for efficiently and

exhaustively carrying out Lie reductions of the equation (1) to partial dif-

ferential equations with two independent variables and to ordinary differ-

ential equations.

When performing the Lie reduction procedure for the equation (1), we

observed for the first time several interesting phenomena. In particular,

the reduced equations inherit not all the parameters of the correspond-

ing families of inequivalent subalgebras. The utmost for this phenomenon

is the case when all inequivalent subalgebras from a family even param-

eterized by arbitrary functions correspond, under an appropriate choice
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of ansatzes, to the same reduced equation. Another display of this phe-

nomenon is the possibility of mapping a class of reduced equations to its

subclass, which has a less number of parameters. Some equivalent two-

dimensional subalgebras of the algebra g with a nonzero one-dimensional

intersection induce inequivalent one-dimensional subalgebras of the maxi-

mal Lie invariance algebra of a reduced partial differential equation that is

obtained by the Lie reduction with respect to the intersection. The alge-

bra g is embedded in the algebra gL via prolonging the vector fields from g

to the pseudopotential 𝑣, and thus any Lie reduction of the equation (1) has

a counterpart among Lie reductions of the system (2) but such a counter-

part is in general not unique even up to the 𝐺L-equivalence. Moreover, in

contrast to Lie symmetries, simple and obvious discrete point symmetries

of the equation (1), even under the optimal choice of ansatzes, can induce

complicated and nontrivial discrete point symmetries of the corresponding

reduced equations.

We computed for the first time the point symmetry groups of reduced

equations, including their discrete point symmetries, and it was checked in

all the cases whether these symmetries are hidden or induced. Since most of

the obtained reduced equations for the equation (1) are quite cumbersome,

various versions of the algebraic method are much more efficient in the

course of the above computation than the direct method. In addition,

some of these reduced equations are not of maximal rank. Therefore, the

mentioned analysis of reduced equations is, in particular, the first explicit

and systematic study of Lie and general point symmetries of differential

equations that are not of maximal rank. It is also deeper than its analogues

in most papers in the field of classical group analysis: we applied a wider

set of methods and techniques, solved an unusually large proportion of

reduced equations, and more systematically studied the hidden symmetries

of the original equation. For integrating and finding exact solutions of some

reduced ordinary differential equations for the equation (1), we involved the
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corresponding Lie reductions of the system (2). As a result, we constructed

wide families of new invariant solutions of the equation (1) in explicit form

in terms of elementary, Lambert and hypergeometric functions as well as

in parametric or implicit form. In addition, we showed that Lie reductions

of the equation (1) to algebraic equations give no new solutions of this

equation as compared to the already constructed ones.

Since any function of the form 𝑢 = 𝑤(𝑡, 𝑥) + 𝑤̃(𝑡, 𝑦), which corresponds

to the additive separation of the variables 𝑥 and 𝑦, is a solution of the

equation (1), this separation of variables is trivial for (1). Therefore, to look

for non-Lie solutions of the equation (1) that generalize some of its invariant

solutions, we used the multiplicative separation of the variables 𝑥 and 𝑦, the

ansatz for which has the form 𝑢 = 𝜙(𝑡, 𝑥)𝜓(𝑡, 𝑦) with 𝜙𝑥 ̸= 0 and 𝜓𝑦 ̸= 0.

The obtained results show that more closed-form solutions of (1) can be

constructed using other tools of symmetry analysis of differential equations.

Key words: dispersionless Nizhnik equation, Lie invariance algebra,

point-symmetry pseudogroup, contact-symmetry pseudogroup, discrete

symmetry, megaideal, Lie reduction, invariant solutions, hidden symme-

tries, nonlinear Lax representation, dispersionless Nizhnik system, multi-

plicative separation of variables.
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Notations

a a Lie algebra

𝒞 a class of reduced systems

𝐺 the point-symmetry (pseudo)group

of the dispersionless Nizhnik equation or

the system of differential equation under consideration

𝐺c the contact-symmetry (pseudo)group

of the dispersionless Nizhnik equation

𝐺dN the point-symmetry pseudogroup

of the dispersionless Nizhnik system

𝐺id the identity component of 𝐺

𝐺L the point-symmetry (pseudo)group of the nonlinear Lax

representation of the dispersionless Nizhnik equation

𝐺(1) the first prolongation of 𝐺

g the maximal Lie invariance (pseudo)algebra

of the dispersionless Nizhnik equation or

the system of differential equation under consideration

gc the contact invariance (pseudo)algebra

of the dispersionless Nizhnik equation

gdN the maximal Lie invariance (pseudo)algebra

of the dispersionless Nizhnik system

gL the maximal Lie invariance (pseudo)algebra of the nonlinear

Lax representation of the dispersionless Nizhnik equation

ge the representation of gc in evolution form

g(1) the first prolongation of g
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J, Ii, Is the discrete point symmetry transformations

of the dispersionless Nizhnik equation

J̄, Īi, Ī𝑣 the discrete point symmetry transformations of the nonlinear

Lax representation of the dispersionless Nizhnik equation

ℒ a system of differential equations

ℒ̂ a reduced system

m𝑗 the megaideal of g, 𝑗 = 1, . . . , 𝑛, 𝑛 ∈ N

m̄𝑗 the megaideal of gL, 𝑗 = 1, . . . , 𝑛, 𝑛 ∈ N

Ng(s) the normalizer of a subalgebra s of a Lie algebra g in g

𝑄 a vector field

r the radical of g

rL the radical of gL

s a finite-dimensional subalgebra of g

s̄ a finite-dimensional subalgebra of gL

s(1) the first prolongation of s

Φ a point transformation

Φ* the pushforward of vector fields by Φ

Ψ a contact transformation
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Introduction

Relevance of research topic. It is difficult to overestimate the im-

portance of symmetry in life and science. In particular, symmetries are the

fundamentals of various physical disciplines, including classical and quan-

tum mechanics, relativity and particle physics. Symmetries of systems of

differential equations allow one to compute exact solutions and conserva-

tion laws of these systems, and they can provide important information

about whether the system under study can be integrated.

In the nineteenth century, the Norwegian mathematician Sophus Lie

began to investigate continuous groups of transformations that are pos-

sessed by systems of differential equations as their symmetry groups. Thus,

symmetry analysis of differential equations was established as a field of

mathematics [79–84]. Lie created much of the theory of continuous point

symmetries called now Lie symmetries as well as continuous contact sym-

metries and used it in his studies of geometry and differential equations.

The research of Lie was continued by E. Noether, E.J. Cartan, L. Eisen-

hart, L.V. Ovsiannikov, W. Miller Jr., P. Winternitz, W.I. Fushchych,

A.M. Vinogradov, N.H. Ibragimov, P.J. Olver, G.W. Bluman, S. Kumei,

P.E. Hydon, S. Anco, their collaborators, followers and pupils as well as

many other scientists, see, e.g., [16,17,20,21,29–33,40,48,50–52,56,63,65,

91,96,97,103] and references therein. It is also worth to separately note the

significant contribution of the Ukrainian school of group analysis of differ-

ential equations to the development of the field. This school was founded by

W.I. Fushchych and includes a number of well-known and internationally

recognized researches such as A.G. Nikitin, W.M. Shtelen, R.Z. Zhdanov,

I.M. Tsyfra, M.I. Serov, V.I. Lahno, R.M. Cherniha, R.O. Popovych,

V.M. Boyko, I.A. Yehorchenko, O.O. Vaneeva and M.O. Nesterenko, as

well as their pupils, see, for instance, [1, 3, 9–13]. A number of new
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concepts and methods were proposed and improved, in particular, con-

ditional symmetry [55], 𝑄-conditional symmetry [51, 132], reduction op-

erators and reduction modules [35, 76, 107], normalized classes of differ-

ential equations [27, 36, 71, 72, 100, 106, 112, 115], equivalence groupoids

classes of systems of differential equations [38, 78, 99, 108], the megaideal-

based algebraic method [26,27,46,47,85,100], the method of furcate split-

ting [2, 93, 101, 113, 114], the method of mappings between classes of dif-

ferential equations [102, 123], the conditional, extended and generalized

extended equivalence groups [26,106,112], and etc.

Lie symmetries are the simplest objects related to a system ℒ of dif-

ferential equations in the context of group analysis of differential equa-

tions. They constitute the identity component 𝐺id of the point-symmetry

(pseudo)group 𝐺 of ℒ, which is called the Lie symmetry (pseudo)group

of ℒ. The infinitesimal counterpart of 𝐺id is the maximal Lie invariance

algebra g of ℒ consisting of the Lie-symmetry vector fields of ℒ or, in

other words, the generators of (local) one-parameter subgroups of 𝐺. The

method for computing the (pseudo)group 𝐺id is quite algorithmic and was

originally suggested by S. Lie. Within the Lie infinitesimal approach, find-

ing 𝐺id reduces to finding g, and the latter is based on the infinitesimal

invariance criterion. The application of this criterion leads to the system

of determining equations for the components of Lie-symmetry vector fields

of the system ℒ, which is a linear overdetermined system of partial differ-

ential equations and can thus often be completely integrated. Due to its

algorithmic nature and realizability, the procedure of deriving such systems

and solving them can be implemented using symbolic computations, and

there are a number of specialized packages for this purpose in various com-

puter algebra systems [24, 41, 43, 58, 128]. Nevertheless, at least a part of

these packages sometimes miss a part of Lie symmetries, produce incorrect

Lie symmetries or are even not able to derive the corresponding system

of determining equations, and the situation becomes worse in the course
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of studying a class of systems of differential equations instead of a single

system. When the algebra g is computed, the (pseudo)group 𝐺id can be

constructed by solving the Lie equations with elements of g and compos-

ing the obtained one-parameter subgroups. In spite of the clarity of the

approach, accurately finding 𝐺id from g is in general a nontrivial problem,

see the discussion on Lie symmetries of the (1+1)-dimensional linear heat

equation in [72].

In addition, it is important to study Lie reductions, which give the

main way to use Lie symmetries for finding exact solutions of partial dif-

ferential equations [30, 32, 33, 96, 103]. Since the Lie invariance algebras

of models considered in mathematical physics are usually wide enough,

it is also the most universal way for constructing exact solutions of such

models in general, especially, of nonlinear ones. Many papers devoted

to this subject were published for several last decades but correct and

comprehensive studies of Lie reductions and the corresponding reduced

systems for specific systems of partial differential equations are rather ex-

ceptional, especially in the case of more than two independent variables,

see, e.g., [21, 42, 44, 53, 54, 70, 71, 85, 88, 96, 105, 123], the result collec-

tions [16, 17, 20] and references therein for particular examples. The last

claim is also relevant for the (real symmetric potential) dispersionless Nizh-

nik equation. Its classical symmetry analysis was initiated in [92], but the

obtained results are neither correct nor exhaustive. This is why this anal-

ysis was still the important and interesting mathematical problem to be

solved, and the present thesis is devoted to its solution.

Relation with academic programs, plans, themes, grants. The

thesis was carried out at the Department of Mathematical Physics of In-

stitute of Mathematics of National Academy of Sciences of Ukraine as

a part of the research project “Symmetry and Integrability of Equations

of Modern Mathematical Physics” (2020–2024, state registration number

0120U100173).



25

Purpose and objectives of research. The purpose of the thesis is

to perform the extended classical symmetric analysis of the dispersionless

Nizhnik equation and to study its geometric and algebraic properties.

The research object is the dispersionless Nizhnik equation jointly with

its nonlinear Lax representation and the dispersionless counterpart of the

symmetric Nizhnik system.

The research subject is given by the point- and contact-symmetry pseu-

dogroups of the dispersionless Nizhnik equation, the point-symmetry pseu-

dogroups of the corresponding nonlinear Lax representation and of the dis-

persionless counterpart of the symmetric Nizhnik system, the classification

of one- and two-dimensional subalgebras of the maximal Lie invariance al-

gebra of the dispersionless Nizhnik equation, the Lie reductions and the

exact solutions of the real dispersionless Nizhnik equation.

Research methods. In addition to well-known methods of the theory of

Lie algebras and differential equations, we used the Lie infinitesimal ap-

proach, both versions (the automorphism- and the megaideal-based ones)

of the algebraic method of constructing the point-symmetry (pseudo)group

of a system of differential equations, the characteristic method for con-

structing conservation laws of systems of differential equations, an opti-

mized version of the Lie reduction method and the multiplicative separa-

tion of variables.

Scientific novelty of the obtained results. The main results that

determine the scientific novelty of the thesis and are submitted for its

defense are the following:

1. Applying an original megaideal-based version of the algebraic method,

we computed the point-symmetry pseudogroups of the dispersionless

Nizhnik equation, the corresponding nonlinear Lax representation and

the dispersionless counterpart of the symmetric Nizhnik system.

2. Using the same method, we also constructed the contact-symmetry

pseudogroup of the dispersionless Nizhnik equation, and this is the
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first usage of the megaideal-based version of the algebraic method for

such a construction for a differential equation.

3. It was shown that the necessary algebraic condition completely defines

the point-symmetry pseudogroup of the dispersionless Nizhnik equa-

tion. This gave the first example of a system of differential equations

with this property in the literature.

4. We checked whether the subalgebras of the maximal Lie invariance al-

gebra of the dispersionless Nizhnik equation that naturally arise in the

course of the above computations define the diffeomorphisms stabiliz-

ing this algebra or its first prolongation.

5. We constructed all the third-order partial differential equations in three

independent variables that admit the same Lie invariance algebra as

that the dispersionless Nizhnik equation. We found a set of geometric

properties of this equation that exhaustively defines it.

6. The one- and two-dimensional subalgebras of the maximal Lie invari-

ance algebra of the dispersionless Nizhnik equation are exhaustively

classified, which led to the complete classification of Lie reductions of

this equation.

7. Lie and point symmetries of the derived reduced equations are compre-

hensively studied, including the analysis of which of them correspond

to hidden symmetries of the original equation. The point symmetry

groups of reduced equations, in particular those that are not of max-

imal rank, were computed for the first time, including their discrete

point symmetries.

8. The wide families of new exact invariant solutions of the dispersionless

Nizhnik equation are constructed in closed form in terms of elemen-

tary, Lambert and hypergeometric functions as well as in parametric

or implicit form.
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9. Multiplicative separation of variables was used for illustrative construc-

tion of non-invariant solutions of the dispersionless Nizhnik equation.

Practical significance of the obtained results. The thesis is the-

oretical in its essence. The obtained results are new. They can be used

in further studies of various differential equations of mathematical physics

that arise in real-world applications.

Personal contribution of the PhD candidate. The results pre-

sented in the thesis were obtained by the PhD candidate independently.

In the co-authored papers [39, 127], R.O. Popovych was responsible for

determining the research direction and posing the problems to be stud-

ied, verifying the obtained results and the proofreading of the papers was

entrusted to V.M. Boyko.

Approbation of the thesis results. The main results of the thesis

were reported and discussed at:

� Seminar of Department of Mathematical Physics of Institute of Mathe-

matics of National Academy of Sciences of Ukraine (Kyiv, 2022–2024);

� International Symposium “Symmetry and Integrability of Equations

of Mathematical Physics” (Kyiv, Institute of Mathematics of NAS of

Ukraine, 2022);

� International Conference of Young Mathematicians (Kyiv, Institute

of Mathematics of NAS of Ukraine, 2023);
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ory, mathematical modelling, computing and application (Kyiv, Insti-

tute of Mathematics of NAS of Ukraine, 2023);

� Seminar of Young Scientists (Kyiv, Institute of Mathematics of NAS

of Ukraine, 2024);

� XII All-Ukrainian Scientific Conference of Young Mathematicians

(Kyiv, National University of Kyiv Mohyla Academy, 2024);
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� Conference of Young Mathematicians “Pidstryhach readings – 2024”

(Lviv, Pidstryhach Institute for Applied Problems of Mechanics and

Mathematics of NAS of Ukraine, 2024);

� International Scientific Online Conference “Algebraic and Geometric

Methods of Analysis” (Odesa, Odesa National University of Technol-

ogy, 2024);

� Bogolyubov Kyiv Conference “Problems of Theoretical and Mathe-

matical Physics” (Kyiv, Institute of Mathematics of NAS of Ukraine,

2024).

Publications. The results of the thesis were published in nine scien-

tific publications, two of them [39,127] are in journals from Q1 (according

to the classification of SCImago Journal & Country Rank) that together

are equated to four publications. Seven publications [4–8,125,126] are ab-

stracts of PhD candidate’s talks at international and all-Ukrainian scientific

conferences and workshops.

Structure and volume of thesis. The thesis contains annotations

in Ukrainian and English, a list of the author’s publications, acknowledg-

ments, contents, notations, an introduction, two chapters, a conclusion,

a list of references that contains 132 items and one appendix. The total

volume of the thesis is 171 pages, of which the list of references and the

appendix take 15 and 4 pages, respectively.
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Chapter 1

Point- and contact-symmetry pseudogroups

of dispersionless Nizhnik equation

The entire point-symmetry (resp. contact-symmetry) (pseudo)group 𝐺

of the system ℒ cannot be constructed within the framework of the in-

finitesimal approach. Since finding g and then 𝐺id from g is a much sim-

pler problem than finding the entire 𝐺, the latter problem can be assumed

to be equivalent to the construction of a complete set of discrete point

symmetry transformations of the system ℒ that are independent up to

composing with each other and with continuous point symmetry transfor-

mations of ℒ.1.1 The only universal tool for the above constructions is the

direct method based on the definition of point symmetry transformation

and the chain rule [27, 71, 72, 100]. The technique of its usage is similar

to that of the infinitesimal method, see [66] for technical details of more

general computations of admissible (or form-preserving) transformations in

classes of systems of differential equations in the case of two independent

variables and one dependent variable. At the same time, the application

of the direct method to the system ℒ leads to a nonlinear overdetermined

system of partial differential equations for the components of point sym-

metry transformations, which is much more difficult to solve than its coun-

terpart for Lie symmetries. This is why a number of special techniques

1.1Often, such a complete set can be chosen to consist of simple discrete point symmetry transformations,

which can be guessed straightforwardly from the form of ℒ. A quite common technique in the literature

is to consider a (pseudo)subgroup of 𝐺 jointly generated by the elements of 𝐺id and the guessed discrete

point symmetry transformations, and such a subgroup may coincide with the entire 𝐺. The problem is

to prove that this is the case or to find missed independent discrete point symmetry transformations.
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within the framework of the direct method were developed for simplify-

ing related computations, including switching between the original and

the transformed variables, mapping the system ℒ under study to a more

convenient one and preliminarily finding the equivalence (pseudo)group of

a normalized class of systems of differential equations that contains the

system ℒ [27, 36,71,72].

A more sophisticated and systematic method for this purpose was first

suggested by Hydon [60–63]. It works in the case when the maximal Lie

invariance algebra g of the system ℒ is nonzero and finite-dimensional, and

it is based on the fact that the pushforward Φ* of g by any element Φ of

the group 𝐺 is an automorphism of g. Chosen a basis (𝑄1, . . . , 𝑄𝑛) of g,

where 𝑛 = dim g, this condition is equivalent to

Φ*𝑄
𝑖 =

𝑛∑︁
𝑗=1

𝑎𝑗𝑖𝑄
𝑗, 𝑖 = 1, . . . , 𝑛,

where (𝑎𝑗𝑖)𝑖,𝑗=1,...,𝑛 is the matrix of an automorphism of g in this basis.

Finding the general form of automorphism matrices and splitting the last

condition componentwise, one derives a system DEa(ℒ) of determining

equations for the components of an arbitrary point symmetry transforma-

tion Φ of ℒ. The system DEa(ℒ) is a linear and, if 𝑛 > 1, overdetermined

system of partial differential equations but, in general, it does not define

the group 𝐺 completely. After integrating this system, one should con-

tinue the computation within the framework of the direct method using

the derived expressions for components of Φ, which essentially simplifies

the application of the direct method in total. Due to involving algebraic

conditions, we call the above procedure the algebraic method of construct-

ing the point-symmetry (pseudo)group of a system of differential equations.

The algebraic approach was extended in [27] to the case when the maxi-

mal Lie invariance algebra g is infinite-dimensional via replacing Hydon’s

condition with the weaker condition that Φ*m ⊆ m for any megaideal m
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of g.1.2 To distinguish Hydon’s and our versions of the algebraic method

from each other, we shortly call them the automorphism-based and the

megaideal-based methods, respectively. In principle, one can use the prim-

itive version of the algebraic method that is based only on the condition

Φ*g ⊆ g and involves no knowledge of automorphisms or megaideals of g.

Nevertheless, the primitive version of the algebraic method leads to much

more cumbersome computations than its more sophisticated counterparts,

see discussions below.

Analogs of both these methods for finding equivalence (pseudo)groups

of classes of differential equations or, equivalently, their discrete equivalence

transformations were suggested in [26]. The automorphism-based method

was strengthened in [70] for the case of nonsolvable finite-dimensional

maximal Lie invariance algebras via effectively involving the Levi–Malcev

theorem and results on automorphisms of semisimple Lie algebras. The

megaideal-based method was developed and applied to several impor-

tant systems of differential equations [46, 47, 85, 100]. An essential part

of this development was the invention of new techniques for construct-

ing megaideals of a Lie algebra without knowing its automorphism group,

which was initiated in [111] and continued in [26, 27, 46]. The megaideal-

and automorphism-based methods were combined in [46]. In the course

of computing the point-symmetry group of the Boiti–Leon–Pempinelli sys-

tem in [85], a special version of the megaideal-based method was suggested,

whose basic condition is Φ*(m ∩ s) ⊆ m for a selected finite-dimensional

subalgebra s of g and any megaideal m of g from a constructed collection

of such megaideals, and this is the method that is applied below.

In the case of a system ℒ with one dependent variable, contact sym-

metries of ℒ can be studied analogously, see [61] for the corresponding

1.2Recall that a megaideal m of a Lie algebra g is a linear subspace of g that is invariant with respect

to any transformation T from the automorphism group Aut(g) of g, Tm ⊆ m [26, 111]. Another name

for m is a fully characteristic ideal of g [59, Exercise 14.1.1]. Since T−1 ∈ Aut(g) for any T ∈ Aut(g),

simultaneously with the invariance condition Tm ⊆ m we also have T−1m ⊆ m and hence in fact Tm = m.

Each megaideal of g is an ideal and, moreover, a characteristic ideal of g.
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automorphism-based method. More specifically, let gc and 𝐺c denote the

contact Lie invariance algebra of the system ℒ and its contact-symmetry

(pseudo)group, respectively. One should first compute the algebra gc

within the framework of the infinitesimal approach and then use the condi-

tion that the pushforward of gc by any element Ψ of 𝐺c is an automorphism

of gc. In the course of this computation, the contact condition should

be taken into account as well, see item (ii) of the proof of Theorem 1.3

below. In a similar way, one can also compute the contact equivalence

(pseudo)group of a class of systems of differential equations with one de-

pendent variable.

The initial inspiration of the paper [39], which is the source of this

chapter, was to enhance results of [92] and, applying the original megaideal-

based version of the algebraic method from [85], to present a correct and

complete computation of the point- and contact-symmetry pseudogroups 𝐺

and 𝐺c of the dispersionless counterpart

𝑢𝑡𝑥𝑦 = (𝑢𝑥𝑥𝑢𝑥𝑦)𝑥 + (𝑢𝑥𝑦𝑢𝑦𝑦)𝑦 (1.1)

of the (real symmetric potential) Nizhnik equation for the (real) Nizhnik

system [94, Eq. (4)], which we call the dispersionless Nizhnik equation. It

explicitly appeared for the first time in an equivalent form in [67, Eq. (63)],

where it was called the dispersionless Nizhnik–Novikov–Veselov equation

due to [94, Eq. (4)] and the later paper [124, Eq. (5)]. It is also known

as the dispersionless Novikov–Veselov equation (see, e.g., [104, Eq. (5)]

and [92, Eq. (1)]). The proper Novikov–Veselov counterpart of (1.1) was

derived in [68, Eq. (30)] and [69, Eq. (32)] as a model of nonlinear geomet-

rical optics. More specifically, it is the equation for the refractive index

under the geometrical optics limit of the Maxwell equations for certain non-

linear media with slow variation along one axis and particular dependence

of the dielectric constant on frequency and fields.

Remark 1.1. The symmetric and asymmetric (potential) Nizhnik equa-

tions are obtained via introducing potentials in the symmetric and asym-
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metric cases of the system (4) from [94],

𝑤𝑡 = 𝑘1𝑤𝑥𝑥𝑥 + 𝑘2𝑤𝑦𝑦𝑦 + 3(𝑣1𝑤)𝑥 + 3(𝑣2𝑤)𝑦, 𝑣1𝑦 = 𝑘1𝑤𝑥, 𝑣2𝑥 = 𝑘2𝑤𝑦,

where both parameters 𝑘1 and 𝑘2 are nonzero or one (and only one) of them

is equal to zero and thus they are reduced by scale equivalence transforma-

tions to (𝑘1, 𝑘2) = (1, 1) or (𝑘1, 𝑘2) = (1, 0), respectively. The asymmetric

Nizhnik equation is also called the Boiti–Leon–Manna–Pempinelli equation

due to [34]. Both the Nizhnik equations can be considered under the as-

sumptions that all the independent and dependent variables are either real

(the real Nizhnik equation) or complex (the complex Nizhnik equation)

or the unknown function is a complex-valued function of real independent

variables (the partially complexified Nizhnik equation). A specific version

of the symmetric Nizhnik equation, where the independent variables are

the complex conjugates of each other and the principal unknown function is

real, was given by Novikov and Veselov in [124, Eq. (5)]. The dispersionless

counterpart of the Novikov–Veselov system takes the form

𝑣𝑡 = (𝑤𝑣)𝑧 + (𝑤̄𝑣)𝑧, 𝑤𝑧 = −3𝑣𝑧,

where 𝑧 = 𝑥+i𝑦, 𝑧 = 𝑥−i𝑦, 𝜕𝑧 =
1
2(𝜕𝑥−i𝜕𝑦), 𝜕𝑧 =

1
2(𝜕𝑥+i𝜕𝑦), 𝑤 = 𝑤1+i𝑤2,

and 𝑣, 𝑤1 and 𝑤2 are real-valued functions of the real variables (𝑡, 𝑥, 𝑦).

Introducing potentials reduces it to the equation

△𝑢𝑡 =
1

2
((𝑢𝑦𝑦 − 𝑢𝑥𝑥)△𝑢)𝑥 + (𝑢𝑥𝑦△𝑢)𝑦,

where △𝑢 := 𝑢𝑥𝑥+𝑢𝑦𝑦 and 𝑢 is a real-valued function of (𝑡, 𝑥, 𝑦). The point

which fields (real or complex) are run by the independent and dependent

variables is often not specified in the literature but, in fact, it is essential in

the course of computing point and contact symmetries. In this chapter, we

study the real dispersionless Nizhnik equation, which is the dispersionless

counterpart of the real symmetric potential Nizhnik equation.

Although the correct descriptions of the pseudogroups 𝐺 and 𝐺c are of

interest by themselves, the main value of these results is another. They
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give the first examples of using the algebraic method in the literature,

where the Hydon’s condition or its weakened version involving megaide-

als exhaustively define the corresponding point- and contact-symmetry

(pseudo)groups, making the direct parts of computing trivial. Moreover, in

the course of showing that the pseudogroup 𝐺c coincides with the first pro-

longation of the pseudogroup 𝐺, we first apply the megaideal-based version

of the algebraic method to finding the contact-symmetry (pseudo)group of

a partial differential equation. To optimize the computation of the point-

symmetry pseudogroup 𝐺L of the nonlinear Lax representation (1.14) of

the equation (1.1), we invent a new technique for computing megaideals

of Lie algebras, which allows us to construct one more megaideal of the

maximal Lie invariance algebra gL of (1.14) in addition to those that can

be found with known techniques.

For a deeper understanding of the background of the algebraic method,

we check whether the subalgebras of the maximal Lie invariance algebra g

of the equation (1.1) that naturally arise in the course of the above com-

putation of 𝐺 define the diffeomorphisms stabilizing this algebra. The

same property is also studied for several subalgebras of the contact invari-

ance algebra gc of (1.1), which coincides with the first prolongation g(1) of

the algebra g. This study gives unexpected results and, moreover, contains

alternative constructions of the pseudogroups 𝐺 and 𝐺c based on the prim-

itive version of the algebraic method. The corresponding computations are

much more complicated than those in the course of using the megaideal-

based method, which nicely justifies the application of the latter method

in general.

Since the maximal Lie invariance algebra g of the equation (1.1) com-

pletely defines its point-symmetry group 𝐺 by means of the condition

Φ*g ⊆ g for any Φ ∈ 𝐺, the natural question is whether this algebra defines

the equation (1.1) itself as well. In other words, given a single third-order

partial differential equation possessing g as its Lie invariance algebra, does
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this equation necessarily coincide with the equation (1.1)? We show that

this is not the case but the answer becomes positive if the g-invariance is

supplemented with the condition of admitting the conservation-law char-

acteristics 1, 𝑢𝑥𝑥 and 𝑢𝑦𝑦. This combines an inverse group classification

problem (see, e.g., [103, p. X], [97, pp. 191–199] and [109, Section II.A])

with an inverse problem on conservation laws [110]. Therefore, we find

a nice set of geometric properties of the equation (1.1) that exhaustively

defines it, see [22,57,73,86,87,95,120,121] and references therein on similar

studies. Since gc = g(1), we can reformulate the corresponding assertion,

replacing Lie symmetries with contact ones. As a by-product, we describe

all the third-order partial differential equations in three independent vari-

ables that are invariant with respect to the algebra g.

The results of Chapter 1 were presented in the paper [39] and in the

abstracts of conference talks [4, 5, 8, 125,126].

1.1. Structure of Lie invariance algebra

The maximal Lie invariance (pseudo)algebra g of the dispersionless

Nizhnik equation (1.1) is infinite-dimensional and is spanned by the vector

fields

𝐷𝑡(𝜏) = 𝜏𝜕𝑡 +
1
3𝜏𝑡𝑥𝜕𝑥 +

1
3𝜏𝑡𝑦𝜕𝑦 −

1
18𝜏𝑡𝑡(𝑥

3 + 𝑦3)𝜕𝑢,

𝐷s = 𝑥𝜕𝑥 + 𝑦𝜕𝑦 + 3𝑢𝜕𝑢,

𝑃 𝑥(𝜒) = 𝜒𝜕𝑥 − 1
2𝜒𝑡𝑥

2𝜕𝑢, 𝑃 𝑦(𝜌) = 𝜌𝜕𝑦 − 1
2𝜌𝑡𝑦

2𝜕𝑢,

𝑅𝑥(𝛼) = 𝛼𝑥𝜕𝑢, 𝑅𝑦(𝛽) = 𝛽𝑦𝜕𝑢, 𝑍(𝜎) = 𝜎𝜕𝑢,

(1.2)

where 𝜏 , 𝜒, 𝜌, 𝛼, 𝛽 and 𝜎 run through the set of smooth functions of 𝑡,

cf. [92]. Moreover, the contact invariance (pseudo)algebra gc of the equa-

tion (1.1) coincides with the first prolongation g(1) of the algebra g, and gen-

eralized symmetries of this equation at least up to order five are exhausted,

modulo the equivalence of generalized symmetries, by its Lie symmetries.

We recomputed the algebra g as well as first computed the algebras gL
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and gdN (see Sections 1.5 and 1.6) using the command Infinitesimals of the

built-in Maple package PDEtools and the packages DESOLV [41, 128] and

Jets [24, 89] for Maple; the latter package was also used for computing the

algebra gc and generalized symmetries of (1.1) up to order five.

Up to the antisymmetry of the Lie bracket, the nonzero commutation

relations between the vector fields (1.2) spanning g are exhausted by

[𝐷𝑡(𝜏 1), 𝐷𝑡(𝜏 2)] = 𝐷𝑡(𝜏 1𝜏 2𝑡 − 𝜏 1𝑡 𝜏
2),

[𝐷𝑡(𝜏), 𝑃 𝑥(𝜒)] = 𝑃 𝑥
(︀
𝜏𝜒𝑡 − 1

3𝜏𝑡𝜒
)︀
,

[𝐷𝑡(𝜏), 𝑃 𝑦(𝜌)] = 𝑃 𝑦
(︀
𝜏𝜌𝑡 − 1

3𝜏𝑡𝜌
)︀
,

[𝐷𝑡(𝜏), 𝑅𝑥(𝛼)] = 𝑅𝑥
(︀
𝜏𝛼𝑡 +

1
3𝜏𝑡𝛼

)︀
,

[𝐷𝑡(𝜏), 𝑅𝑦(𝛽)] = 𝑅𝑦
(︀
𝜏𝛽𝑡 +

1
3𝜏𝑡𝛽

)︀
,

[𝐷𝑡(𝜏), 𝑍(𝜎)] = 𝑍(𝜏𝜎𝑡),

[𝐷s, 𝑃 𝑥(𝜒)] = −𝑃 𝑥(𝜒), [𝐷s, 𝑃 𝑦(𝜌)] = −𝑃 𝑦(𝜌),

[𝐷s, 𝑅𝑥(𝛼)] = −2𝑅𝑥(𝛼), [𝐷s, 𝑅𝑦(𝛽)] = −2𝑅𝑦(𝛽),

[𝐷s, 𝑍(𝜎)] = −3𝑍(𝜎),

[𝑃 𝑥(𝜒1), 𝑃 𝑥(𝜒2)] = −𝑅𝑥(𝜒1𝜒2
𝑡 − 𝜒1

𝑡𝜒
2),

[𝑃 𝑦(𝜌1), 𝑃 𝑦(𝜌2)] = −𝑅𝑦(𝜌1𝜌2𝑡 − 𝜌1𝑡𝜌
2),

[𝑃 𝑥(𝜒), 𝑅𝑥(𝛼)] = 𝑍(𝜒𝛼), [𝑃 𝑦(𝜌), 𝑅𝑦(𝛽)] = 𝑍(𝜌𝛽).

(1.3)

We find megaideals of the algebra g that will be used for computing the

point-symmetry pseudogroup 𝐺 of the equation (1.1). The only megaideal

that is obvious in view of the above commutation relations is

m1 := g′ =
⟨︀
𝐷𝑡(𝜏), 𝑃 𝑥(𝜒), 𝑃 𝑦(𝜌), 𝑅𝑥(𝛼), 𝑅𝑦(𝛽), 𝑍(𝜎)

⟩︀
.

Here and throughout the thesis z(s) and s′ denote the center and the derived

algebra of a subalgebra s of algebra g, respectively, s′′ = (s′)′, s′′′ = (s′′)′

and s3 := [s, [s, s]]. More generally, 𝑠(0) := s and the 𝑛th derived alge-

bra s(𝑛) of s is recursively defined by s(𝑛+1) = (s(𝑛))′, 𝑛 ∈ N.
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The computation of other megaideals of the algebra g is based on the

following assertion.

Lemma 1.2. The radical r of g coincides with⟨︀
𝐷s, 𝑃 𝑥(𝜒), 𝑃 𝑦(𝜌), 𝑅𝑥(𝛼), 𝑅𝑦(𝛽), 𝑍(𝜎)

⟩︀
.

Proof. Following the proof of Lemma 1 in [85], we denote the span from

lemma’s statement by s. To conclude that it coincides with the radical r

of g, we prove that it is the maximal solvable ideal of g.

The commutation relations between the vector fields spanning g,

see (1.3), imply that s is an ideal of g. Since the fourth derived algebra s(4)

of s is equal to {0}, then the ideal s is solvable (of solvability rank four).

Now we show that the solvable ideal s of g is maximal in g. Let s1 be an

ideal of g properly containing s. This means that at least for one nonvan-

ishing value 𝜏 1 of the parameter function 𝜏 , the corresponding vector field

𝐷𝑡(𝜏 1) belongs to s1. Denote by 𝐼 an interval in the domain of 𝜏 1 such that

𝜏 1(𝑡) ̸= 0 for any 𝑡 ∈ 𝐼. We restrict all the parameter functions in g on the

interval 𝐼. Since s1 is an ideal of g, the commutator [𝐷𝑡(𝜏), 𝐷𝑡(𝜏 1)] = 𝐷𝑡(𝜏)

with 𝜏 := 𝜏𝜏 1𝑡 − 𝜏𝑡𝜏
1 belongs to s1 for all 𝜏 ∈ C∞(𝐼). If the function 𝜏 runs

through C∞(𝐼), then, in view of the existence theorem for first-order linear

ordinary differential equations, the function 𝜏 also runs through C∞(𝐼).

Therefore, s1 ⊃ ⟨𝐷𝑡(𝜏)⟩ and thus the 𝑛th derived algebra s
(𝑛)
1 of s1 con-

tains ⟨𝐷𝑡(𝜏)⟩ ≠ {0} for any 𝑛 ∈ N as well, i.e., the ideal s1 is not solvable.

Hence the span s is maximal as a solvable ideal of g.

We set m2 := r. In view of properties of megaideals [26, 111], it is easy

to construct several other megaideals of the algebra g,

m3 := m′
2 = m1 ∩m2 =

⟨︀
𝑃 𝑥(𝜒), 𝑃 𝑦(𝜌), 𝑅𝑥(𝛼), 𝑅𝑦(𝛽), 𝑍(𝜎)

⟩︀
,

m4 := m′′
2 =

⟨︀
𝑅𝑥(𝛼), 𝑅𝑦(𝛽), 𝑍(𝜎)

⟩︀
,

m5 := (m3)
3 = z(m3) =

{︀
𝑍(𝜎)

}︀
,

m6 := z(m1) =
⟨︀
𝑍(1)

⟩︀
.
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Overall, the algebra g contains the proper megaideal m1 = g′ and the chain

of proper megaideals contained in its radical,

g ⊋ r =: m2 ⊋ m3 ⊋ m4 ⊋ m5 ⊋ m6.

Each of them is essential when applying the algebraic method to con-

struct the point-symmetry pseudogroup of the dispersionless Nizhnik equa-

tion (1.1) in the sense that it is not the sum of other proper megaideals.

Note that in contrast to the megaideals m𝑗, 𝑗 = 1, . . . , 6, the improper

nonzero megaideal, which is the algebra g itself, is not essential in this

sense since g = m1 +m2. Among the constructed proper megaideals, only

the megaideal m6 is finite-dimensional and, moreover, it is one-dimensional.

It is clear that within the above elementary consideration, we cannot an-

swer the question of whether the megaideals m𝑗, 𝑗 = 1, . . . , 6, exhaust the

entire set of proper megaideals of the (infinite-dimensional) algebra g.

Since gc = g(1) ≃ g, all the above claims on the structure of the al-

gebra g are also relevant for the algebra gc after reformulating them for

the corresponding first prolongations, which are marked by the additional

subscript “(1)”.

1.2. Point- and contact-symmetry pseudogroups

Theorem 1.3. (i) The point-symmetry pseudogroup 𝐺 of the dispersionless

Nizhnik equation (1.1) is generated by the transformations of the form

𝑡 = 𝑇 (𝑡), 𝑥̃ = 𝐶𝑇
1/3
𝑡 𝑥+𝑋0(𝑡), 𝑦 = 𝐶𝑇

1/3
𝑡 𝑦 + 𝑌 0(𝑡),

𝑢̃ = 𝐶3𝑢− 𝐶3𝑇𝑡𝑡
18𝑇𝑡

(𝑥3 + 𝑦3)− 𝐶2

2𝑇
1/3
𝑡

(𝑋0
𝑡 𝑥

2 + 𝑌 0
𝑡 𝑦

2)

+𝑊 1(𝑡)𝑥+𝑊 2(𝑡)𝑦 +𝑊 0(𝑡)

(1.4)

and the transformation J: 𝑡 = 𝑡, 𝑥̃ = 𝑦, 𝑦 = 𝑥, 𝑢̃ = 𝑢. Here 𝑇 , 𝑋0, 𝑌 0,

𝑊 0, 𝑊 1 and 𝑊 2 are arbitrary smooth functions of 𝑡 with 𝑇𝑡 ̸= 0, and 𝐶 is

an arbitrary nonzero constant.
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(ii) The contact-symmetry pseudogroup 𝐺c of the dispersionless Nizh-

nik equation (1.1) coincides with the first prolongation 𝐺(1) of the pseu-

dogroup 𝐺.

Proof. (i) Since the maximal Lie invariance algebra g of the equation (1.1) is

infinite-dimensional, we compute the pseudogroup𝐺 using the modification

of the megaideal-based method that was suggested in [85]. The application

of this method to the equation (1.1) is based on the following observation.

If a point transformation Φ in the space with the coordinates (𝑡, 𝑥, 𝑦, 𝑢),

Φ: (𝑡, 𝑥̃, 𝑦, 𝑢̃) = (𝑇,𝑋, 𝑌, 𝑈),

where (𝑇,𝑋, 𝑌, 𝑈) is a tuple of smooth functions of (𝑡, 𝑥, 𝑦, 𝑢) with nonvan-

ishing Jacobian, is a point symmetry of the equation (1.1), then Φ*m𝑗 ⊆ m𝑗,

𝑗 = 1, . . . , 6. Here and in what follows Φ* denotes the pushforward of vec-

tor fields by Φ, and 𝑧 ∈ {𝑥, 𝑦}.
We choose the following linearly independent elements of g:

𝑄1 := 𝑍(1), 𝑄2 := 𝑍(𝑡), 𝑄3𝑧 := 𝑅𝑧(1),

𝑄4𝑧 := 𝑃 𝑧(1), 𝑄5𝑧 := 𝑃 𝑧(𝑡), 𝑄6 := 𝐷s,

𝑄7 := 𝐷𝑡(1), 𝑄8 := 𝐷𝑡(𝑡).

Since 𝑄1 ∈ m6, 𝑄
2 ∈ m5, 𝑄

3𝑧 ∈ m4, 𝑄
4𝑧, 𝑄5𝑧 ∈ m3, 𝑄

6 ∈ m2 and

𝑄7, 𝑄8 ∈ m1, then

Φ*𝑄
𝑖 = 𝑍(𝜎̃𝑖), 𝑖 = 1, 2,

Φ*𝑄
𝑖𝑧 = 𝑅̃𝑥(𝛼̃𝑖𝑧) + 𝑅̃𝑦(𝛽𝑖𝑧) + 𝑍(𝜎̃𝑖𝑧), 𝑖 = 3,

Φ*𝑄
𝑖𝑧 = 𝑃 𝑥(𝜒̃𝑖𝑧) + 𝑃 𝑦(𝜌𝑖𝑧) + 𝑅̃𝑥(𝛼̃𝑖𝑧) + 𝑅̃𝑦(𝛽𝑖𝑧)

+ 𝑍(𝜎̃𝑖𝑧), 𝑖 = 4, 5,

Φ*𝑄
𝑖 = 𝜆𝑖𝐷̃s + 𝑃 𝑥(𝜒̃𝑖) + 𝑃 𝑦(𝜌𝑖) + 𝑅̃𝑥(𝛼̃𝑖) + 𝑅̃𝑦(𝛽𝑖)

+ 𝑍(𝜎̃𝑖), 𝑖 = 6,

Φ*𝑄
𝑖 = 𝐷̃𝑡(𝜏 𝑖) + 𝑃 𝑥(𝜒̃𝑖) + 𝑃 𝑦(𝜌𝑖) + 𝑅̃𝑥(𝛼̃𝑖) + 𝑅̃𝑦(𝛽𝑖)

+ 𝑍(𝜎̃𝑖), 𝑖 = 7, 8.

(1.5)
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Here 𝜆6 and 𝜎̃1 are constants, the other parameters are smooth functions

of 𝑡, and 𝜎̃1𝜎̃2 ̸= 0.

We will simultaneously present two slightly different proofs, respectively

using elements with 𝑖 ∈ {1, . . . , 6} or with 𝑖 ∈ {1, . . . , 5, 7, 8}. For each rel-

evant 𝑖 and for each 𝑧 ∈ {𝑥, 𝑦} whenever it is relevant, we expand the

corresponding equation from (1.5), split it componentwise and pull the re-

sult back by Φ. We simplify the obtained constraints, taking into account

constraints derived in the same way for preceding values of 𝑖 and omitting

the constraints satisfied identically in view of other constraints.

Thus, for 𝑖 = 1, 2, we get

𝑇𝑢 = 𝑋𝑢 = 𝑌𝑢 = 0, 𝑈𝑢 = 𝜎̃1, 𝑡𝑈𝑢 = 𝜎̃2(𝑇 ).

Since 𝜎̃1 ̸= 0, this implies 𝑈 = 𝑈 1𝑢+𝑈 0(𝑡, 𝑥, 𝑦) with constant 𝑈 1 ̸= 0 and

𝑡 = 𝑓(𝑇 ) with 𝑓(𝑡) := 𝜎̃2(𝑡)/𝜎̃1. Differentiating the equality 𝑡 = 𝑓(𝑇 ) with

respect to 𝑡 gives 1 = 𝑓𝑡(𝑇 )𝑇𝑡. Therefore, the derivative 𝑓𝑡 does not vanish,

and according to the inverse function theorem, we obtain that 𝑇 = 𝑇 (𝑡)

with 𝑇𝑡 ̸= 0 since the Jacobian of Φ does not vanish.

Using the same procedure for 𝑖 = 3 results in the equations

𝑥𝑈 1 = 𝛼̃3𝑥(𝑇 )𝑋 + 𝛽3𝑥(𝑇 )𝑌 + 𝜎̃3𝑥(𝑇 ),

𝑦𝑈 1 = 𝛼̃3𝑦(𝑇 )𝑋 + 𝛽3𝑦(𝑇 )𝑌 + 𝜎̃3𝑦(𝑇 ).
(1.6)

The matrix constituted by the coefficients of (𝑋, 𝑌 ) in the system (1.6) is

nondegenerate since otherwise this system would imply a nonidentity affine

constraint for (𝑥, 𝑦) with coefficients depending at most on 𝑡. Solving the

system (1.6) with respect to (𝑋, 𝑌 ) leads to the representation

𝑋 = 𝑋1(𝑡)𝑥+𝑋2(𝑡)𝑦 +𝑋0(𝑡), 𝑌 = 𝑌 1(𝑡)𝑥+ 𝑌 2(𝑡)𝑦 + 𝑌 0(𝑡),

where 𝑋1𝑌 2 −𝑋2𝑌 1 ̸= 0 due to nonvanishing the Jacobian of Φ. We will

also need the counterpart of this representation that is solved with respect

to (𝑥, 𝑦),

𝑥 = 𝑋̃1(𝑡)𝑋 + 𝑋̃2(𝑡)𝑌 + 𝑋̃0(𝑡),

𝑦 = 𝑌 1(𝑡)𝑋 + 𝑌 2(𝑡)𝑌 + 𝑌 0(𝑡),
(1.7)
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where 𝑋̃1𝑌 2 − 𝑋̃2𝑌 1 ̸= 0 as well, and(︃
𝑋̃1 𝑋̃2

𝑌 1 𝑌 2

)︃
=

(︃
𝑋1 𝑋2

𝑌 1 𝑌 2

)︃−1

.

Instead of the equations from (1.5) with 𝑖 = 4, 5, we first immediately

consider their combinations. More specifically, for each 𝑧 we subtract the

equation with 𝑖 = 4 multiplied by 𝑡 from the equation with 𝑖 = 5 and with

the same 𝑧. In the obtained equations, we collect the 𝑢̃-components, pull

them back by Φ, substitute the expressions (1.7) for (𝑥, 𝑦) into them and

then collect the coefficients of 𝑋𝑌 . The splitting with respect to (𝑋, 𝑌 ) is

allowed here due to the functional independence of 𝑡, 𝑋 and 𝑌 . In view of

the inequality 𝑈 1 ̸= 0, this leads to the equations 𝑋̃1𝑋̃2 = 𝑌 1𝑌 2 = 0 or,

equivalently, 𝑋1𝑌 1 = 𝑋2𝑌 2 = 0. Since 𝑋1𝑌 2−𝑋2𝑌 1 ̸= 0, the latter equa-

tions imply that either𝑋1 = 𝑌 2 = 0 or 𝑋2 = 𝑌 1 = 0. It is obvious that the

transformation J: 𝑡 = 𝑡, 𝑥̃ = 𝑦, 𝑦 = 𝑥, 𝑢̃ = 𝑢, which just permutes 𝑥 and 𝑦,

is a point symmetry of the equation (1.1). Composing the corresponding

point symmetries of the equation (1.1) with the transformation J reduces

the case 𝑋1 = 𝑌 2 = 0 to the case 𝑋2 = 𝑌 1 = 0. Therefore, without loss of

generality, we can assume in the rest of the proof that 𝑋2 = 𝑌 1 = 0 and

thus 𝑋1𝑌 2 ̸= 0. In the 𝑢̃-components pulled back by Φ, we can also collect

the coefficients of 𝑥2 and of 𝑦2, which leads to the equations

𝑈 1 = (𝑋1)2(𝜒̃5𝑥
𝑡 (𝑇 )− 𝑡𝜒̃4𝑥

𝑡 (𝑇 )) = (𝑌 2)2(𝜌5𝑥𝑡 (𝑇 )− 𝑡𝜌4𝑥𝑡 (𝑇 )).

Now we proceed with the equations from (1.5) with 𝑖 = 4, 5 in the

usual way. Considering 𝑥̃- and 𝑦-components, we derive the equations

𝜒̃4𝑥(𝑇 ) = 𝑋1, 𝜒̃5𝑥(𝑇 ) = 𝑡𝑋1, 𝜌4𝑦(𝑇 ) = 𝑌 2, 𝜌5𝑦(𝑇 ) = 𝑡𝑌 2. Therefore,

(𝑋1)3 = (𝑌 2)3 = 𝑈 1𝑇𝑡, and thus

𝑋1 = 𝑌 2 = 𝐹 := 𝐶𝑇
1/3
𝑡 ̸= 0 and 𝑈 1 = 𝐶3

with constant 𝐶 := (𝑈 1)1/3 ̸= 0. The optimal way to obtain the rest of the
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equations of this step,

𝑈 0
𝑥 = − 𝐹𝑡

2𝑇𝑡
(𝐹𝑥+𝑋0)2 + 𝛼̃4𝑥(𝑇 )(𝐹𝑥+𝑋0)

+ 𝛽4𝑥(𝑇 )(𝐹𝑦 + 𝑌 0) + 𝜎̃4𝑥(𝑇 ),

𝑈 0
𝑦 = − 𝐹𝑡

2𝑇𝑡
(𝐹𝑦 + 𝑌 0)2 + 𝛼̃4𝑦(𝑇 )(𝐹𝑥+𝑋0)

+ 𝛽4𝑦(𝑇 )(𝐹𝑦 + 𝑌 0) + 𝜎̃4𝑦(𝑇 ),

is to consider the 𝑢̃-components for 𝑖 = 4 and 𝑧 ∈ {𝑥, 𝑦}. The compatibil-

ity condition of these equations is 𝑈 0
𝑥𝑦 = 𝑈 0

𝑦𝑥, giving 𝛽
4𝑥 = 𝛼̃4𝑦. Their joint

integration implies the representation

𝑈 0 = −𝐹
2𝐹𝑡

6𝑇𝑡
(𝑥3 + 𝑦3) +𝑊 3𝑥2 +𝑊 4𝑥𝑦 +𝑊 5𝑦2 +𝑊 1𝑥+𝑊 2𝑦 +𝑊 0,

where 𝑊 0, . . . , 𝑊 5 are smooth functions of 𝑡 that are not constrained on

this step.

There are two ways for further computations.

The first way is to implement the standard procedure for 𝑖 = 6, which

gives the equations

𝜆6 = 1, 𝜒̃6(𝑇 ) = −𝑋0, 𝜌6(𝑇 ) = −𝑌 0,

𝑊 3 − 1

2
𝜒̃6
𝑡 (𝑇 )𝐹

2 = 0, 𝑊 4 = 0 and 𝑊 5 − 1

2
𝜌6𝑡 (𝑇 )𝐹

2 = 0.

Hence

𝑊 3 = −1
2𝐶

2𝑇
−1/3
𝑡 𝑋0

𝑡 , 𝑊 5 = −1
2𝐶

2𝑇
−1/3
𝑡 𝑌 0

𝑡 ,

and we do not need to use the megaideal m1.

The second way involves certain equations following from the equations

with 𝑖 = 7, 8 in (1.5). The corresponding computation is a bit more compli-

cated than the above one and involves the megaidealm1 instead ofm2. Nev-

ertheless, as shown below in Section 1.3, the subalgebra of g underlying this

way has a nicer property than the analogous subalgebra for the first way.
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Thus, up to composing with the transformation J, the transformation Φ

has the form (1.4) declared in the statement of the theorem. It is straight-

forward to check by the direct substitution that any point transformation

of this form is a point symmetry of the equation (1.1).

(ii) To prove the equality 𝐺c = 𝐺(1), we apply the same modification of

the megaideal-based method, where the maximal Lie invariance algebra g

is replaced with the contact invariance algebra gc = g(1), and the point

transformation Φ is replaced with a contact transformation

Ψ: (𝑡, 𝑥̃, 𝑦, 𝑢̃, 𝑢̃𝑡, 𝑢̃𝑥̃, 𝑢̃𝑦) = (𝑍𝑡, 𝑍𝑥, 𝑍𝑦, 𝑈, 𝑈 𝑡, 𝑈𝑥, 𝑈 𝑦). (1.8a)

In Ψ, the tuple on the right-hand side is a tuple of smooth functions of

(𝑡, 𝑥, 𝑦, 𝑢, 𝑢𝑡, 𝑢𝑥, 𝑢𝑦) with nonvanishing Jacobian, which additionally satis-

fies the contact condition

(𝑍𝜇
𝜈 + 𝑍𝜇

𝑢𝑢𝜈)𝑈
𝜇 = 𝑈𝜈 + 𝑈𝑢𝑢𝜈, 𝑍𝜇

𝑢𝜈
𝑈𝜇 = 𝑈𝑢𝜈

. (1.8b)

Here and in what follows the indices 𝜇 and 𝜈 run through the set {𝑡, 𝑥, 𝑦},
and we assume summation for repeated indices. If the transformation Ψ is a

contact symmetry of the equation (1.1), then Ψ*m𝑗(1) ⊆ m𝑗(1), 𝑗 = 1, . . . , 6,

where Ψ* denotes the pushforward of contact vector fields by Ψ. To the

counterpart of the collection of equations (1.5) for the contact case, we

apply the procedure that is completely analogous to that described af-

ter (1.5). From the equation with 𝑖 = 1, we in particular derive the

constraints 𝑍𝜇
𝑢 = 0. Then the equations with 𝑖 = 2, (𝑖, 𝑧) = (3, 𝑥) and

(𝑖, 𝑧) = (3, 𝑦) imply the constraints 𝑍𝜇
𝑢𝑡
= 0, 𝑍𝜇

𝑢𝑥
= 0 and 𝑍𝜇

𝑢𝑦
= 0, respec-

tively. In view of the contact condition, this means that 𝑈𝑢𝜈
= 0 as well,

and thus the contact transformation Ψ is the first prolongation of a point

transformation in the space with the coordinates (𝑡, 𝑥, 𝑦, 𝑢).

Each transformation Φ from the point-symmetry pseudogroup 𝐺 of the

dispersionless Nizhnik equation (1.1) can be represented as a composition of

transformations from subgroups each of which is parameterized by a single
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functional or discrete parameter (below 𝑇 , 𝑋0, 𝑌 0, 𝑊 0, 𝑊 1 and 𝑊 2 are

arbitrary smooth functions of 𝑡 with 𝑇𝑡 ̸= 0, and 𝐶 is an arbitrary nonzero

constant) in the following form:

D𝑡(𝑇 ) : 𝑡 = 𝑇, 𝑥̃ = 𝑇
1/3
𝑡 𝑥, 𝑦 = 𝑇

1/3
𝑡 𝑦,

𝑢̃ = 𝑢− 1
18𝑇𝑡𝑡𝑇𝑡

−1(𝑥3 + 𝑦3),

Ds(𝐶) : 𝑡 = 𝑡, 𝑥̃ = 𝐶𝑥, 𝑦 = 𝐶𝑦, 𝑢̃ = 𝐶3𝑢,

P𝑥(𝑋0) : 𝑡 = 𝑡, 𝑥̃ = 𝑥+𝑋0, 𝑦 = 𝑦,

𝑢̃ = 𝑢− 1
6𝑋

0
𝑡

(︀
3𝑥2 + 3𝑋0𝑥+ (𝑋0)2

)︀
,

P𝑦(𝑌 0) : 𝑡 = 𝑡, 𝑥̃ = 𝑥, 𝑦 = 𝑦 + 𝑌 0,

𝑢̃ = 𝑢− 1
6𝑌

0
𝑡

(︀
3𝑦2 + 3𝑌 0𝑦 + (𝑌 0)2

)︀
,

R𝑥(𝑊 1) : 𝑡 = 𝑡, 𝑥̃ = 𝑥, 𝑦 = 𝑦, 𝑢̃ = 𝑢+𝑊 1𝑥,

R𝑦(𝑊 2) : 𝑡 = 𝑡, 𝑥̃ = 𝑥, 𝑦 = 𝑦, 𝑢̃ = 𝑢+𝑊 2𝑦,

Z(𝑊 0) : 𝑡 = 𝑡, 𝑥̃ = 𝑥, 𝑦 = 𝑦, 𝑢̃ = 𝑢+𝑊 0,

J : 𝑡 = 𝑡, 𝑥̃ = 𝑦, 𝑦 = 𝑥, 𝑢̃ = 𝑢.

(1.9)

We will call transformations from the above families (1.9) elementary

point symmetry transformations of the equation (1.1). Note that the sub-

groups {D𝑡(𝑇 )}, {Ds(𝐶)}, {P𝑥(𝑋0)}, {P𝑦(𝑌 0)}, {R𝑥(𝑊 1)}, {R𝑦(𝑊 2)} and
{Z(𝑊 0)} of 𝐺 are associated with the subalgebras {𝐷𝑡(𝜏)}, ⟨𝐷s⟩, {𝑃 𝑥(𝜒)},
{𝑃 𝑦(𝜌)}, {𝑅𝑥(𝛼)}, {𝑅𝑦(𝛽)} and {𝑍(𝜎)} of g, respectively. Here all the

parameter functions run through the specified sets of their values. A rep-

resentation of a transformation Φ of the form (1.4) as a composition of

elementary point symmetry transformations of the equation (1.1) is

Φ = D𝑡(𝑇 ) ∘Ds(𝐶) ∘ P𝑥(𝑋̃0) ∘ P𝑦(𝑌 0) ∘ R𝑥(𝑊̃ 1) ∘ R𝑦(𝑊̃ 2) ∘ Z(𝑊̃ 0)

with

𝑋̃0 =
𝑋0

𝐶𝑇
1/3
𝑡

, 𝑌 0 =
𝑌 0

𝐶𝑇
1/3
𝑡

, 𝑊̃ 0 =
𝑊 0

𝐶3
+
𝑋0

𝑡 (𝑋
0)2 + 𝑌 0

𝑡 (𝑌
0)2

6𝐶3𝑇𝑡
,

𝑊̃ 1 =
𝑊 1

𝐶3
+

𝑋0
𝑡𝑋

0

2𝐶2𝑇
2/3
𝑡

, 𝑊̃ 2 =
𝑊 2

𝐶3
+

𝑌 0
𝑡 𝑌

0

2𝐶2𝑇
2/3
𝑡

.
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Corollary 1.4. The identity component 𝐺id of the point-symmetry pseu-

dogroup 𝐺 of the dispersionless Nizhnik equation (1.1) consists of the trans-

formations of the form (1.4) with 𝑇𝑡 > 0 and 𝐶 > 0. A complete list of

discrete point symmetry transformations of the equation (1.1) that are inde-

pendent up to composing with each other and with transformations from 𝐺id

is exhausted by three commuting involutions, which can be chosen to be the

permutation J of the variables 𝑥 and 𝑦, (𝑡, 𝑥̃, 𝑦, 𝑢̃) = (𝑡, 𝑦, 𝑥, 𝑢), and two

transformations Ii and Is alternating the signs of (𝑡, 𝑥, 𝑦) and of (𝑥, 𝑦, 𝑢),

respectively,

Ii : (𝑡, 𝑥̃, 𝑦, 𝑢̃) = (−𝑡,−𝑥,−𝑦, 𝑢), Is : (𝑡, 𝑥̃, 𝑦, 𝑢̃) = (𝑡,−𝑥,−𝑦,−𝑢).

Therefore, the quotient group 𝐺/𝐺id of the pseudogroup 𝐺 with respect

to its identity component 𝐺id is isomorphic to the group Z2 × Z2 × Z2.

Remark 1.5. In Corollary 1.4 and analogous Corollaries 1.14 and 1.18 be-

low, we assume that each of the listed discrete transformations is defined on

the entire corresponding underlying space and absorbs its restrictions. The

claims on the structure of the related discrete groups after the indicated

corollaries are rigorous only under this assumption. The same assumption

should be imposed on the elements of H in the proof of Theorem 1.16 for H

to be a group.

1.3. Defining subalgebras for point transformations

In the course of applying the megaideal-based method in the proof of

Theorem 1.3, we expand the basic condition Φ*𝑄 ∈ m, where m is the

minimal megaideal of g containing the vector field 𝑄, only for 11 (linearly

independent) vector fields from the algebra g, which is infinite-dimensional.

These vector fields span an 11-dimensional subalgebra s of g. In fact, we

separately consider two subalgebras of s,

s1=⟨𝑍(1), 𝑍(𝑡), 𝑅𝑥(1), 𝑅𝑦(1), 𝑃 𝑥(1), 𝑃 𝑦(1), 𝑃 𝑥(𝑡), 𝑃 𝑦(𝑡), 𝐷s⟩,

s2=⟨𝑍(1), 𝑍(𝑡), 𝑅𝑥(1), 𝑅𝑦(1), 𝑃 𝑥(1), 𝑃 𝑦(1), 𝑃 𝑥(𝑡), 𝑃 𝑦(𝑡), 𝐷𝑡(1), 𝐷𝑡(𝑡)⟩.
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Moreover, in the other example of applying the same modification of the

megaideal-based method in [85], which was computing the point-symmetry

group of the Boiti–Leon–Pempinelli system, the selected linearly indepen-

dent vector fields also span a subalgebra of the corresponding maximal Lie

invariance algebra. Nevertheless, it is still not well understood how com-

mon this phenomenon is. That subalgebra has the following interesting

property:

Definition 1.6. We call a proper subalgebra s of a Lie algebra a of vector

fields a subalgebra defining the diffeomorphisms that stabilize a if the con-

ditions Φ*a ⊆ a and Φ*s ⊆ a for local diffeomorphisms Φ in the underlying

space are equivalent.

The implication Φ*a ⊆ a ⇒ Φ*s ⊆ a is obvious, whereas the inverse

implication does not hold in general, and its verification requires nontrivial

computations.

For a better understanding of the general foundations of the algebraic

method in question, it is instructive to check whether the subalgebras s1

and s2 are of the kind introduced in Definition 1.6.

Theorem 1.7. The subalgebra s2 of the algebra g defines the diffeomor-

phisms that stabilize g, whereas the subalgebra s1 and even the subalge-

bra s̄1 := s1 + ⟨𝐷𝑡(1)⟩ does not have this property.

Proof. We follow the proof of Theorem 1.3 and use the same numeration of

the selected elements of the algebra g, but for each basis element 𝑄 of the

subalgebra s1 we employ the condition Φ*𝑄 ∈ g instead of the condition

Φ*𝑄 ∈ m, where m is the minimal megaideal of g containing the vector

field 𝑄. In other words, we replace the equations (1.5) with the equations

Φ*𝑄
𝜅 = 𝜆𝜅𝐷̃s + 𝐷̃𝑡(𝜏𝜅) + 𝑃 𝑥(𝜒̃𝜅) + 𝑃 𝑦(𝜌𝜅)

+ 𝑅̃𝑥(𝛼̃𝜅) + 𝑅̃𝑦(𝛽𝜅) + 𝑍(𝜎̃𝜅),
(1.10)

where 𝜆𝜅 are constants, 𝜏𝜅, 𝜒̃𝜅, 𝜌𝜅, 𝛼̃𝜅, 𝛽𝜅 and 𝜎̃𝜅 are smooth functions

of 𝑡, and the index 𝜅 runs the set
{︀
1, 2, 3𝑧, 4𝑧, 5𝑧, 6, 7, 8 | 𝑧 ∈ {𝑥, 𝑦}

}︀
.
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Collecting 𝑡-components in the equations with 𝜅 = 1, 2, we derive the

equations 𝑇𝑢 = 𝜏 1(𝑇 ) and 𝑡𝑇𝑢 = 𝜏 2(𝑇 ). Suppose that 𝑇𝑢 ̸= 0, and

thus 𝜏 1𝜏 2 ̸= 0. Recombining the above equations leads to the equation

𝑡 = 𝑓(𝑇 ) with 𝑓(𝑡) := 𝜏 2(𝑡)/𝜏 1(𝑡). Differentiating it with respect to 𝑡 gives

1 = 𝑓𝑡(𝑇 )𝑇𝑡. Therefore, the derivative 𝑓𝑡 does not vanish, and according to

the inverse function theorem, we obtain that 𝑇 = 𝑇 (𝑡), which contradicts

the supposition 𝑇𝑢 ̸= 0. Therefore, 𝑇𝑢 = 0 and also 𝜏 1 = 𝜏 2 = 0.

Collecting 𝑥̃- and 𝑦-components in the same equations with 𝜅 = 1, 2

leads to the equations 𝑋𝑢 = 𝜆1𝑋 + 𝜒̃1(𝑇 ), 𝑡𝑋𝑢 = 𝜆2𝑋 + 𝜒̃2(𝑇 ),

𝑌𝑢 = 𝜆1𝑌 + 𝜌1(𝑇 ) and 𝑡𝑌𝑢 = 𝜆2𝑌 + 𝜌2(𝑇 ), which can be combined to

(𝜆1𝑡− 𝜆2)𝑋 + 𝑡𝜒̃1(𝑇 )− 𝜒̃2(𝑇 ) = 0 and (𝜆1𝑡− 𝜆2)𝑌 + 𝑡𝜌1(𝑇 )− 𝜌2(𝑇 ) = 0.

Suppose that (𝑋𝑢, 𝑌𝑢) ̸= (0, 0). Then we can split at least one of the last

two equations with respect to 𝑋 or 𝑌 , respectively. As a result, we ob-

tain the equation 𝜆1𝑡− 𝜆2 = 0, which splits further with respect to 𝑡 to

𝜆1 = 𝜆2 = 0. Therefore, we also have 𝑡𝜒̃1(𝑇 ) = 𝜒̃2(𝑇 ) and 𝑡𝜌1(𝑇 ) = 𝜌2(𝑇 ).

Moreover, (𝜒̃1𝜒̃2, 𝜌1𝜌2) ̸= (0, 0) due to the supposition (𝑋𝑢, 𝑌𝑢) ̸= (0, 0).

Following the consideration of 𝑡-components, we again derive an equation

of the form 𝑡 = 𝑓(𝑇 ) with 𝑓𝑡 ̸= 0 and obtain in view of the inverse func-

tion theorem that 𝑇 = 𝑇 (𝑡). Then we collect 𝑢̃-components in the same

equations with 𝜅 = 1, 2 and derive the equations

𝑈𝑢 = −1

2
𝜒̃1
𝑡 (𝑇 )𝑋

2 − 1

2
𝜌1𝑡 (𝑇 )𝑌

2 + 𝛼̃1(𝑇 )𝑋 + 𝛽1(𝑇 )𝑌 + 𝜎̃1(𝑇 ),

𝑡𝑈𝑢 = −1

2
𝜒̃2
𝑡 (𝑇 )𝑋

2 − 1

2
𝜌2𝑡 (𝑇 )𝑌

2 + 𝛼̃2(𝑇 )𝑋 + 𝛽2(𝑇 )𝑌 + 𝜎̃2(𝑇 ).

We subtract the second equation from the first one multiplied by 𝑡. Since

𝑡, 𝑋 and 𝑌 are functionally independent, the equation obtained in this

way can be split with respect to (𝑋, 𝑌 ), which in particular results in the

equations 𝑡𝜒̃1
𝑡
(𝑇 ) = 𝜒̃2

𝑡
(𝑇 ), 𝑡𝜌1

𝑡
(𝑇 ) = 𝜌2

𝑡
(𝑇 ). Pairwise differential conse-

quences of these equations jointly with the equations 𝑡𝜒̃1(𝑇 ) = 𝜒̃2(𝑇 ) and

𝑡𝜌1(𝑇 ) = 𝜌2(𝑇 ) are the equations 𝜒̃1 = 𝜒̃2 = 0 and 𝜌1 = 𝜌2 = 0, respec-

tively. Therefore, we have the equations 𝑋𝑢 = 𝑌𝑢 = 0, which contradict
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the supposition (𝑋𝑢, 𝑌𝑢) ̸= (0, 0). This is why in fact 𝑋𝑢 = 𝑌𝑢 = 0 as well

as 𝜆1 = 𝜆2 = 0, 𝜒̃1 = 𝜒̃2 = 0, 𝜌1 = 𝜌2 = 0 and 𝑈𝑢 ̸= 0.

Under the derived constraints, the only essential equation that is ob-

tained via collecting 𝑢̃-components in the equations with 𝜅 = 1, 2 is

𝑈𝑢 = 𝛼̃1(𝑇 )𝑋 + 𝛽1(𝑇 )𝑌 + 𝜎̃1(𝑇 ).

We temporarily jump to the equations with 𝜅 = 4𝑧, 5𝑧, 𝑧 ∈ {𝑥, 𝑦},
where we only collect 𝑡-components on this step, obtaining 𝑇𝑧 = 𝜏 4𝑧(𝑇 ),

𝑡𝑇𝑧 = 𝜏 5𝑧(𝑇 ), and thus 𝑡𝜏 4𝑧(𝑇 ) = 𝜏 5𝑧(𝑇 ). Supposing that 𝑇𝑧 ̸= 0 for some

𝑧 ∈ {𝑥, 𝑦}, we then have 𝜏 4𝑧(𝑇 ) ̸= 0 and 𝑡 = 𝑓(𝑇 ) with 𝑓 = 𝜏 5𝑧/𝜏 4𝑧. Using

the same arguments as at the beginning of the proof, we obtain that the

function 𝑇 depends only on 𝑡, which contradicts the supposition 𝑇𝑧 ̸= 0.

Hence 𝑇𝑥 = 𝑇𝑦 = 0, i.e., 𝑇 is nevertheless a function of 𝑡 only, 𝑇 = 𝑇 (𝑡)

with 𝑇𝑡 ̸= 0, and also 𝜏 4𝑧 = 𝜏 5𝑧 = 0.

We return to the equations with 𝜅 = 3𝑧, 𝑧 ∈ {𝑥, 𝑦}, which we also

consider simultaneously. We successively collect 𝑡-, 𝑥̃- and 𝑦-components

and split the obtained equations with respect to 𝑋 and 𝑌 since the func-

tions 𝑇 , 𝑋 and 𝑌 are functionally independent. This gives the constraints

𝜏 3𝑧 = 𝜒̃3𝑧 = 𝜌3𝑧 = 0, 𝜆3𝑧 = 0. Then collecting of 𝑢̃-components leads to

the constraints 𝑧𝑈𝑢 = 𝛼̃3𝑧(𝑇 )𝑋 + 𝛽3𝑧(𝑇 )𝑌 + 𝜎̃3𝑧(𝑇 ). In view of the above

expression for 𝑈𝑢, this means that 𝑥 and 𝑦 can be represented as linear

fractional functions of (𝑋, 𝑌 ) with coefficients depending on 𝑇 . Since the

inverse Φ−1 belongs to the pseudogroup 𝐺 as the transformation Φ does,

we can permit (𝑡, 𝑥, 𝑦) and (𝑇,𝑋, 𝑌 ) in the last claim. In other words, 𝑋

and 𝑌 are linear fractional functions of (𝑥, 𝑦) with coefficients depending

on 𝑡, 𝑋 = N𝑋/D and 𝑌 = N𝑌 /D, where the numerators and the denomi-

nator respectively are

N𝑋 = 𝑋1(𝑡)𝑥+𝑋2(𝑡)𝑦 +𝑋0(𝑡), N𝑌 = 𝑌 1(𝑡)𝑥+ 𝑌 2(𝑡)𝑦 + 𝑌 0(𝑡),

D = 𝐾1(𝑡)𝑥+𝐾2(𝑡)𝑦 +𝐾0(𝑡)

for some smooth functions 𝑋0, 𝑋1, 𝑋2, 𝑌 0, 𝑌 1, 𝑌 2, 𝐾0, 𝐾1 and 𝐾2 of 𝑡.
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Now we consider the equations with 𝜅 = 4𝑧, 𝑧 ∈ {𝑥, 𝑦}. The equa-

tions 𝑋𝑧 = 𝜆4𝑧𝑋 + 𝜒̃4𝑧(𝑇 ) and 𝑌𝑧 = 𝜆4𝑧𝑌 + 𝜌4𝑧(𝑇 ) which are obtained by

successively collecting 𝑥̃- and 𝑦-components, reduce to

𝑋1D−𝐾1N𝑋 = 𝜆4𝑥N𝑋D+ 𝜒̃4𝑥(𝑇 )D2,

𝑋2D−𝐾2N𝑋 = 𝜆4𝑦N𝑋D+ 𝜒̃4𝑦(𝑇 )D2,

𝑌 1D−𝐾1N𝑌 = 𝜆4𝑥N𝑌D+ 𝜌4𝑥(𝑇 )D2,

𝑌 2D−𝐾2N𝑌 = 𝜆4𝑦N𝑌D+ 𝜌4𝑦(𝑇 )D2.

(1.11)

Suppose that (𝐾1, 𝐾2) ̸= (0, 0). Then 𝑋1𝐾2 − 𝑋2𝐾1 ̸= 0 or

𝑌 1𝐾2 − 𝑌 2𝐾1 ̸= 0 since otherwise the Jacobian of the functions 𝑇 , 𝑋

and 𝑌 is zero. Recall that the point transformation J: 𝑡 = 𝑡, 𝑥̃ = 𝑦, 𝑦 = 𝑥,

𝑢̃ = 𝑢, which just permutes 𝑥 and 𝑦, is an obvious point symmetry of the

equation (1.1). This is why we can assume without loss of generality that

𝑋1𝐾2 −𝑋2𝐾1 ̸= 0. Hence the Jacobian of the functions N𝑋 and D with

respect to (𝑥, 𝑦) is nonzero, and we can split the first two equations in (1.11)

with respect to (N𝑋 ,D). As a result, we in particular derive the constraints

𝑋1 = 𝑋2 = 0, which contradict the inequality 𝑋1𝐾2 −𝑋2𝐾1 ̸= 0. There-

fore, 𝐾1 = 𝐾2 = 0, i.e., the functions 𝑋 and 𝑌 are affine in (𝑥, 𝑦) with

coefficients depending on 𝑡. Re-denoting 𝑋𝑘/𝐾0 by 𝑋𝑘 and 𝑌 𝑘/𝐾0 by 𝑌 𝑘,

𝑘 = 0, 1, 2, we can completely follow the part with 𝑖 = 4, 5 in item (i) of

the proof of Theorem 1.3.

The computation for 𝜅 = 6 and further is again different.

Taking only the 𝑡-components and the coefficients of 𝑥 in the 𝑥̃-

components or, equivalently, the coefficients of 𝑦 in the 𝑦-components

in (1.10) with 𝜅 = 7 and with 𝜅 = 8, we respectively obtain

𝑇𝑡 = 𝜏 7(𝑇 ), 𝐹𝑡/𝐹 =
1

3
𝑇𝑡𝑡/𝑇𝑡 + 𝜆7,

𝑡𝑇𝑡 = 𝜏 8(𝑇 ), 𝑡𝐹𝑡/𝐹 =
1

3
𝑡𝑇𝑡𝑡/𝑇𝑡 + 𝜆8.

Combining the second and fourth equations to exclude 𝐹𝑡/𝐹 gives 𝑡𝜆7 = 𝜆8,

i.e., 𝜆7 = 𝜆8 = 0, and thus we can complete the proof for the subalgebra s2
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as in the second way in item (i) on the proof of Theorem 1.3. Therefore,

the condition Φ*s2 ⊆ g implies Φ*g ⊆ g. In other words, the subalgebra s2

defines the diffeomorphisms that stabilize g.

If we use the equations (1.10) with 𝜅 = 6, 7 instead of those with

𝜅 = 7, 8, then we again obtain the equations

𝐹𝑡

𝐹
=
𝑇𝑡𝑡
3𝑇𝑡

+ 𝜆7, 𝑊 3 = −𝐹 2

2𝑇𝑡
𝑋0

𝑡 , 𝑊 4 = 0, 𝑊 5 = −𝐹 2

2𝑇𝑡
𝑌 0
𝑡

for transformation parameters, and only these equations and their differ-

ential consequences. Here the parameter 𝜆7 is an arbitrary constant, and

thus the set of point transformations Φ satisfying the condition Φ*s1 ⊆ g

properly contains the group 𝐺, which coincides, in view of Theorem 1.3,

with the set of point transformations Φ satisfying the condition Φ*g ⊆ g.

Therefore, the subalgebra s̄1 does not define completely the diffeomor-

phisms that stabilize g. Then the subalgebra s1 as that contained in s̄1 all

the more has the same property.

1.4. Defining subalgebras

for contact transformations

Subalgebras defining the diffeomorphisms that stabilize the entire cor-

responding algebras can also be considered for algebras of contact vector

fields and local contact diffeomorphisms. The transition from the point case

to the contact one complicates the problem due to extending the space co-

ordinatized by the independent and dependent variables with the first-order

jet variables and thus essentially increasing the total number of coordinates.

Theorem 1.7 implies that the first prolongation s1(1) of the subalgebra s1

of g does not define local contact diffeomorphisms that stabilize g(1) since

the subalgebra s1 itself does not define local diffeomorphisms that stabi-

lize g. It is not clear whether the first prolongation s2(1) of the subalgebra s2

of g differs from s1(1) in the sense of defining local contact diffeomorphisms
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that stabilize g(1). To answer this question it is necessary to integrate

cumbersome parameterized nonlinear overdetermined systems of differen-

tial equations, and its solution requires more sophisticated techniques than

those used in the proofs of Theorems 1.3 and 1.7. The latter techniques

are still efficient only if we extend the algebra to be tested.

Theorem 1.8. A contact transformation Ψ with the basic space R3
𝑡,𝑥,𝑦×R𝑢

satisfies the condition Ψ*s3(1) ⊆ g(1) for the subalgebra

s3 = ⟨𝑍(1), 𝑍(𝑡), 𝑍(𝑡2), 𝑅𝑥(1), 𝑅𝑦(1), 𝑅𝑥(𝑡), 𝑅𝑦(𝑡)⟩

of the algebra g only if it is the first prolongation of a point transformation

in the above space.

Proof. Suppose that a contact transformation Ψ with the basic space

R3
𝑡,𝑥,𝑦 × R𝑢, which is of the general form (1.8), satisfies the condition

Ψ*s3(1) ⊆ g(1). For convenience, we re-denote the basis elements of s3 as

Q1 := 𝑍(1), Q2 := 𝑍(𝑡), Q3 := 𝑍(𝑡2),

Q4 := 𝑅𝑥(1), Q5 := 𝑅𝑦(1), Q6 := 𝑅𝑥(𝑡), Q7 := 𝑅𝑦(𝑡).

Then we expand the condition Ψ*s3(1) ⊆ g(1) to

Ψ*Q
𝑖
(1) = 𝜆𝑖𝐷̃s

(1) + 𝐷̃𝑡
(1)(𝜏

𝑖) + 𝑃 𝑥
(1)(𝜒̃

𝑖) + 𝑃 𝑦
(1)(𝜌

𝑖)

+ 𝑅̃𝑥
(1)(𝛼̃

𝑖) + 𝑅̃𝑦
(1)(𝛽

𝑖) + 𝑍(1)(𝜎̃
𝑖),

(1.12)

where 𝜆𝑖 are constants, 𝜏 𝑖, 𝜒̃𝑖, 𝜌𝑖, 𝛼̃𝑖, 𝛽𝑖 and 𝜎̃𝑖 are smooth functions of 𝑡,

and the index 𝑖 runs from 1 to 7.

Collecting 𝑡-components in the equations (1.12) with 𝑖 = 1, 2, 3, we

derive the equations

𝑇𝑢 = 𝜏 1(𝑇 ), 𝑡𝑇𝑢 + 𝑇𝑢𝑡
= 𝜏 2(𝑇 ), 𝑡2𝑇𝑢 + 2𝑡𝑇𝑢𝑡

= 𝜏 3(𝑇 ),

whose algebraic consequence is the equation 𝜏 1(𝑇 )𝑡2−2𝜏 2(𝑇 )𝑡+𝜏 3(𝑇 ) = 0.

Suppose that (𝜏 1, 𝜏 2) ̸= (0, 0). Then the last equation implies that
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𝑡 = 𝑓(𝑇 ), and, similarly to the proof of Theorem 1.7, we successively

have 𝑇 = 𝑇 (𝑡), 𝜏 1 = 0 and 𝜏 2 = 0, which contradicts the supposition.

Hence 𝜏 1 = 𝜏 2 = 0 and 𝑇𝑢 = 𝑇𝑢𝑡
= 0, and thus 𝜏 3 = 0 as well.

The next step is to collect 𝑥- and 𝑦-components in the same equations

with 𝑖 = 1, 2, 3. It results in the equations

𝑋𝑢 = 𝜆1𝑋 + 𝜒̃1(𝑇 ), 𝑡𝑋𝑢 +𝑋𝑢𝑡
= 𝜆2𝑋 + 𝜒̃2(𝑇 ),

𝑡2𝑋𝑢 + 2𝑡𝑋𝑢𝑡
= 𝜆3𝑋 + 𝜒̃3(𝑇 ),

𝑌𝑢 = 𝜆1𝑌 + 𝜌1(𝑇 ), 𝑡𝑌𝑢 + 𝑌𝑢𝑡
= 𝜆2𝑌 + 𝜌2(𝑇 ),

𝑡2𝑌𝑢 + 2𝑡𝑌𝑢𝑡
= 𝜆3𝑌 + 𝜌3(𝑇 ).

We separately combine the equations in each row to exclude derivatives

of 𝑋 and 𝑌 ,

(𝑡2𝜆1 + 2𝑡𝜆2 − 𝜆3)𝑋 + 𝑡2𝜒̃1(𝑇 ) + 2𝑡𝜒̃2(𝑇 )− 𝜒̃3(𝑇 ) = 0,

(𝑡2𝜆1 + 2𝑡𝜆2 − 𝜆3)𝑌 + 𝑡2𝜌1(𝑇 ) + 2𝑡𝜌2(𝑇 )− 𝜌3(𝑇 ) = 0.

Suppose that (𝑋𝑢, 𝑋𝑢𝑡
, 𝑌𝑢, 𝑌𝑢𝑡

) ̸= (0, 0, 0, 0). Then, we can split the

last system with respect to 𝑋 and 𝑌 , which leads to the equations

𝑡2𝜆1 + 2𝑡𝜆2 − 𝜆3 = 0,

𝑡2𝜒̃1(𝑇 ) + 2𝑡𝜒̃2(𝑇 )− 𝜒̃3(𝑇 ) = 0,

𝑡2𝜌1(𝑇 ) + 2𝑡𝜌2(𝑇 )− 𝜌3(𝑇 ) = 0.
(1.13a)

The first equation means that 𝜆1 = 𝜆2 = 𝜆3 = 0, and hence (𝜒̃1, 𝜒̃2,

𝜌1, 𝜌2) ̸= (0, 0, 0, 0). Following the above consideration of 𝑡-components, we

obtain that the function 𝑇 depends only on 𝑡, 𝑇 = 𝑇 (𝑡). We continue the

analysis of the equations (1.12) with 𝑖 = 1, 2, 3, collecting 𝑢-components.

This gives the equations

𝑈𝑢 = −1

2
𝜒̃1
𝑡 (𝑇 )𝑋

2 − 1

2
𝜌1𝑡 (𝑇 )𝑌

2 +𝛼̃1(𝑇 )𝑋 +𝛽1(𝑇 )𝑌 +𝜎̃1(𝑇 ),

𝑡𝑈𝑢 + 𝑈𝑢𝑡
= −1

2
𝜒̃2
𝑡 (𝑇 )𝑋

2 − 1

2
𝜌2𝑡 (𝑇 )𝑌

2 +𝛼̃2(𝑇 )𝑋 +𝛽2(𝑇 )𝑌 +𝜎̃2(𝑇 ),

𝑡2𝑈𝑢 + 2𝑡𝑈𝑢𝑡
= −1

2
𝜒̃3
𝑡 (𝑇 )𝑋

2 − 1

2
𝜌3𝑡 (𝑇 )𝑌

2 +𝛼̃3(𝑇 )𝑋 +𝛽3(𝑇 )𝑌 +𝜎̃3(𝑇 ).
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We linearly combine the first, the second and the third equations with co-

efficients 𝑡2, −2𝑡 and 1, respectively. We can split the obtained algebraic

consequence of these equations with respect to 𝑋 and 𝑌 since 𝑇 , 𝑋 and 𝑌

are functionally independent, 𝑇 depends on 𝑡 only and thus 𝑡, 𝑋 and 𝑌

are functionally independent. As a result, we derive the equations

𝑡2𝜒̃1
𝑡 (𝑇 ) + 2𝑡𝜒̃2

𝑡 (𝑇 )− 𝜒̃3
𝑡 (𝑇 ) = 0,

𝑡2𝜌1𝑡 (𝑇 ) + 2𝑡𝜌2𝑡 (𝑇 )− 𝜌3𝑡 (𝑇 ) = 0.
(1.13b)

In view of them, the analogous consideration of 𝑢𝑡-components in the equa-

tions with 𝑖 = 1, 2, 3 gives the equations

𝑡2𝜒̃1
𝑡𝑡(𝑇 ) + 2𝑡𝜒̃2

𝑡𝑡(𝑇 )− 𝜒̃3
𝑡𝑡(𝑇 ) = 0,

𝑡2𝜌1𝑡𝑡(𝑇 ) + 2𝑡𝜌2𝑡𝑡(𝑇 )− 𝜌3𝑡𝑡(𝑇 ) = 0.
(1.13c)

We construct, separately for the equations with respect to 𝜒 and for

the equations with respect to 𝜌, the differential consequences of the sys-

tem (1.13) that have the structures

𝜕𝑡(1.13a)− 𝑇𝑡(1.13b), 𝜕 2
𝑡 (1.13a)− (2𝑇𝑡𝜕𝑡 + 𝑇𝑡𝑡)(1.13b) + 𝑇 2

𝑡 (1.13c).

After the additional division by 2, these differential consequences take the

form

𝑡𝜒̃1(𝑇 ) + 𝜒̃2(𝑇 ) = 0, 𝑡𝜌1(𝑇 ) + 𝜌2(𝑇 ) = 0, 𝜒̃1(𝑇 ) = 0, 𝜌1(𝑇 ) = 0

and this implies, jointly with (1.13a) that 𝜒̃1 = 𝜒̃2 = 𝜒̃3 = 0 and 𝜌1 = 𝜌2 =

𝜌3 = 0, which contradicts the supposition (𝑋𝑢, 𝑋𝑢𝑡
, 𝑌𝑢, 𝑌𝑢𝑡

) ̸= (0, 0, 0, 0).

Hence 𝑋𝑢 = 𝑌𝑢 = 𝑋𝑢𝑡
= 𝑌𝑢𝑡

= 0.

The next step is to collect 𝑡-components in the equations with 𝑖 = 4, 5.

It gives the equations 𝑇𝑢𝑧
= 𝜏 4𝑧(𝑇 ) and 𝑡𝑇𝑢𝑧

= 𝜏 5𝑧(𝑇 ) with 𝑧 ∈ {𝑥, 𝑦}.
Suppose that 𝑇𝑢𝑧

̸= 0. Then, similarly to the beginning of the proof of

Theorem 1.7 we again derive that 𝑇 = 𝑇 (𝑡) and thus 𝑇𝑢𝑧
= 0, which

contradicts the supposition. This implies 𝑇𝑢𝑧
= 0 and 𝜏 4𝑧 = 𝜏 5𝑧 = 0 as well.
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Collecting 𝑥- and 𝑦-components in the same equations with 𝑖 = 4, 5

leads to the equations

𝑋𝑢𝑧
= 𝜆4𝑧𝑋 + 𝜒̃4𝑧(𝑇 ), 𝑡𝑋𝑢𝑧

= 𝜆5𝑧𝑋 + 𝜒̃5𝑧(𝑇 ),

𝑌𝑢𝑧
= 𝜆4𝑧𝑌 + 𝜌4𝑧(𝑇 ), 𝑡𝑌𝑢𝑧

= 𝜆5𝑧𝑌 + 𝜌5𝑧(𝑇 ).

They are combined to (𝑡𝜆4𝑧 − 𝜆5𝑧)𝑋 + 𝑡𝜒̃4𝑧 − 𝜒̃5𝑧 = 0 and

(𝑡𝜆4𝑧−𝜆5𝑧)𝑌 +𝑡𝜌4𝑧−𝜌5𝑧 = 0. Suppose that (𝑋𝑢𝑥
, 𝑌𝑢𝑥

, 𝑋𝑢𝑦
, 𝑌𝑢𝑦

) ̸= (0, 0, 0, 0).

Then we can successively split these combinations with respect to 𝑋 and 𝑌

and in addition split the coefficients of 𝑋 and 𝑌 with respect to 𝑡, which

gives 𝜆4𝑧 = 𝜆5𝑧 = 0, 𝑡𝜒̃4𝑧 = 𝜒̃5𝑧 and 𝑡𝜌4𝑧 = 𝜌5𝑧 with 𝑧 ∈ {𝑥, 𝑦}. After

collecting 𝑢-components in the equations with 𝑖 = 4, 5, we have

𝑧𝑈𝑢 + 𝑈𝑢𝑧
= −1

2
𝜒̃4𝑧
𝑡 (𝑇 )𝑋2 − 1

2
𝜌4𝑧𝑡 (𝑇 )𝑌 2

+ 𝛼̃4𝑧(𝑇 )𝑋 + 𝛽4𝑧(𝑇 )𝑌 + 𝜎̃4𝑧(𝑇 ),

𝑡(𝑧𝑈𝑢 + 𝑈𝑢𝑧
) = −1

2
𝜒̃5𝑧
𝑡 (𝑇 )𝑋2 − 1

2
𝜌5𝑧𝑡 (𝑇 )𝑌 2

+ 𝛼̃5𝑧(𝑇 )𝑋 + 𝛽5𝑧(𝑇 )𝑌 + 𝜎̃5𝑧(𝑇 ).

We combine the last equations, subtracting the first equation multiplied

by 𝑡 from the second one. Splitting the combination with respect to 𝑋 and

𝑌 gives 𝑡𝜒̃4𝑧
𝑡
− 𝜒̃5𝑧

𝑡
= 0 and 𝑡𝜌4𝑧

𝑡
− 𝜌5𝑧

𝑡
= 0. Differential consequences of the

derived system for 𝜒4𝑧 and 𝜌5𝑧 are the equations 𝜒̃4𝑧 = 𝜒̃5𝑧 = 𝜌4𝑧 = 𝜌5𝑧 = 0,

which obviously imply 𝑋𝑢𝑥
= 𝑌𝑢𝑥

= 𝑋𝑢𝑦
= 𝑌𝑢𝑦

= 0. The obtained contra-

diction with the supposition (𝑋𝑢𝑥
, 𝑌𝑢𝑥

, 𝑋𝑢𝑦
, 𝑌𝑢𝑦

) ̸= (0, 0, 0, 0) means that

we ultimately have 𝑋𝑢𝑥
= 𝑌𝑢𝑥

= 𝑋𝑢𝑦
= 𝑌𝑢𝑦

= 0.

Due to the independence of (𝑇,𝑋, 𝑌 ) on 𝑢𝑡, 𝑢𝑥, 𝑢𝑦, it follows from the

contact condition (1.8b) that 𝑈𝑢𝑡
= 𝑈𝑢𝑥

= 𝑈𝑢𝑦
= 0 as well. Therefore, the

contact transformation Ψ is the first prolongation of a point transformation

in the basic space R3
𝑡,𝑥,𝑦 × R𝑢.

Corollary 1.9. The first prolongation of the subalgebra s2 + s3, which is

a subalgebra of the algebra gc = g(1), defines the diffeomorphisms of the

corresponding first-order jet space that stabilize gc.
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Proof. If a contact transformation Ψ with the basic space R3
𝑡,𝑥,𝑦×R𝑢 satisfies

the condition Ψ*(s2 + s3)(1) ⊆ g(1), then it satisfies the weaker condition

Ψ*s3(1) ⊆ g(1). In view of Theorem 1.8, this implies that the contact

transformation Ψ is the first prolongation of a point transformation Φ in

the basic space R3
𝑡,𝑥,𝑦×R𝑢, Ψ = Φ(1) and the condition Ψ*(s2+ s3)(1) ⊆ g(1)

reduces to the condition Φ*(s2+s3) ⊆ g. In particular, Φ*s2 ⊆ g. According

to Theorem 1.7, we have Φ*g ⊆ g. The first prolongation of the last

condition gives the required property of Ψ, Ψ*g(1) ⊆ g(1).

1.5. Point-symmetry pseudogroup

of nonlinear Lax representation

A nonlinear Lax representation of the dispersionless Nizhnik equa-

tion (1.1),

𝑣𝑡 =
1

3

(︃
𝑣3𝑥 −

𝑢3𝑥𝑦
𝑣3𝑥

)︃
+ 𝑢𝑥𝑥𝑣𝑥 −

𝑢𝑥𝑦𝑢𝑦𝑦
𝑣𝑥

, 𝑣𝑦 = −𝑢𝑥𝑦
𝑣𝑥
, (1.14)

was derived as a dispersionless counterpart1.3 of the Lax representa-

tion of the Nizhnik equation, cf. [104]. The maximal Lie invariance

(pseudo)algebra gL of the system (1.14) is spanned by the vector fields

𝐷̄𝑡(𝜏) = 𝜏𝜕𝑡 +
1
3𝜏𝑡𝑥𝜕𝑥 +

1
3𝜏𝑡𝑦𝜕𝑦 −

1
18𝜏𝑡𝑡(𝑥

3 + 𝑦3)𝜕𝑢,

𝐷̄s = 𝑥𝜕𝑥 + 𝑦𝜕𝑦 + 3𝑢𝜕𝑢 +
3
2𝑣𝜕𝑣,

𝑃 𝑥(𝜒) = 𝜒𝜕𝑥 − 1
2𝜒𝑡𝑥

2𝜕𝑢, 𝑃 𝑦(𝜌) = 𝜌𝜕𝑦 − 1
2𝜌𝑡𝑦

2𝜕𝑢,

𝑅̄𝑥(𝛼) = 𝛼𝑥𝜕𝑢, 𝑅̄𝑦(𝛽) = 𝛽𝑦𝜕𝑢, 𝑍(𝜎) = 𝜎𝜕𝑢, 𝑃 𝑣 = 𝜕𝑣,

where 𝜏 , 𝜒, 𝜌, 𝛼, 𝛽 and 𝜎 are again arbitrary smooth functions of 𝑡. The

algebra gL is infinite-dimensional as the algebra g and is obtained from g by

extending the vector fields from g to the additional dependent variable 𝑣

and supplementing the extended algebra with the vector field 𝑃 𝑣. The

1.3See a technique of limit transitions to dispersionless counterparts of (1+2)-dimensional differential

equations and of the corresponding Lax representations in [131, p. 167].
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appearance of 𝑃 𝑣 is natural and related to the fact that the unknown

function 𝑣 is defined up to a constant summand. This is why we can say

that the maximal Lie invariance algebra gL of the system (1.14) is induced

by the maximal Lie invariance algebra g of the equation (1.1). Up to

the antisymmetry of the Lie bracket, the nonzero commutation relations

between vector fields spanning gL are exhausted by the counterparts of the

commutation relations (1.3) and one more commutation relation involving

the vector field 𝑃 𝑣, [𝑃 𝑣, 𝐷̄s] = 3
2𝑃

𝑣.

Remark 1.10. The corresponding linear nonisospectral Lax representa-

tion has the following form:

𝜒𝑡 = (𝑝2 + 𝑝−4𝑢 3
𝑥𝑦 + 𝑢𝑥𝑥 + 𝑝−2𝑢𝑥𝑦𝑢𝑦𝑦)𝜒𝑥

− (𝑝𝑢𝑥𝑥𝑥 − 𝑝−1(𝑢𝑥𝑦𝑢𝑦𝑦)𝑥 − 𝑝−3𝑢 2
𝑥𝑦𝑢𝑥𝑥𝑦)𝜒𝑝,

𝜒𝑦 = 𝑝−2𝑢𝑥𝑦𝜒𝑥 + 𝑝−1𝑢𝑥𝑥𝑦𝜒𝑝,

where 𝑝 is a variable spectral parameter, 𝜒 = 𝜒(𝑡, 𝑥, 𝑦, 𝑝) and 𝑢 = 𝑢(𝑡, 𝑥, 𝑦).

See, for example, [122, p. 360] and references therein for linear nonisospec-

tral Lax representations and the procedure of converting a nonlinear Lax

representation into its linear nonisospectral counterpart in the (1+2)-

dimensional case.

Analogously to Lemma 1.2, we can prove the following assertion.

Lemma 1.11. The radical of gL is

rL =
⟨︀
𝐷̄s, 𝑃 𝑥(𝜒), 𝑃 𝑦(𝜌), 𝑅̄𝑥(𝛼), 𝑅̄𝑦(𝛽), 𝑍(𝜎), 𝑃 𝑣

⟩︀
.

Further following the consideration of Section 1.1, we construct several

megaideals of the algebra gL,

gL
′ =
⟨︀
𝐷̄𝑡(𝜏), 𝑃 𝑥(𝜒), 𝑃 𝑦(𝜌), 𝑅̄𝑥(𝛼), 𝑅̄𝑦(𝛽), 𝑍(𝜎), 𝑃 𝑣

⟩︀
,

m̄1 := gL
′′ =

⟨︀
𝐷̄𝑡(𝜏), 𝑃 𝑥(𝜒), 𝑃 𝑦(𝜌), 𝑅̄𝑥(𝛼), 𝑅̄𝑦(𝛽), 𝑍(𝜎)

⟩︀
,

m̄2 := rL =
⟨︀
𝐷̄s, 𝑃 𝑥(𝜒), 𝑃 𝑦(𝜌), 𝑅̄𝑥(𝛼), 𝑅̄𝑦(𝛽), 𝑍(𝜎), 𝑃 𝑣

⟩︀
,

m̄′
2 = gL

′ ∩ m̄2 =
⟨︀
𝑃 𝑥(𝜒), 𝑃 𝑦(𝜌), 𝑅̄𝑥(𝛼), 𝑅̄𝑦(𝛽), 𝑍(𝜎), 𝑃 𝑣

⟩︀
,
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m̄3 := m̄1 ∩ m̄′
2 =

⟨︀
𝑃 𝑥(𝜒), 𝑃 𝑦(𝜌), 𝑅̄𝑥(𝛼), 𝑅̄𝑦(𝛽), 𝑍(𝜎)

⟩︀
,

m̄4 := m̄′′
2 =

⟨︀
𝑅̄𝑥(𝛼), 𝑅̄𝑦(𝛽), 𝑍(𝜎)

⟩︀
, m̄5 := m̄′′′

2 =
{︀
𝑍(𝜎)

}︀
,

z(gL
′) =

⟨︀
𝑍(1), 𝑃 𝑣

⟩︀
, m̄6 := z(gL

′′) =
⟨︀
𝑍(1)

⟩︀
, m̄7 :=

⟨︀
𝑃 𝑣
⟩︀
.

The technique for finding the megaideal m̄7 differs from that for the other

obtained megaideals. This is why we formulate the claim on m̄7 as an

assertion.

Lemma 1.12. The span m̄7 :=
⟨︀
𝑃 𝑣
⟩︀
is a megaideal of gL.

Proof. Let 𝜙 be an arbitrary automorphism of gL. Since 𝐷̄s ∈ m̄2 ∖ m̄′
2

and 𝑃 𝑣 ∈ z(gL
′) ∖ m̄6, where m̄2 := rL, m̄

′
2, z(gL

′) and m̄6 := z(gL
′′) are

megaideals of gL, we have

𝜙(𝐷̄s) = 𝑐0𝐷̄
s + 𝑃 𝑥(𝜒0) + 𝑃 𝑦(𝜌0) + 𝑅̄𝑥(𝛼0) + 𝑅̄𝑦(𝛽0) + 𝑍(𝜎0) + 𝑏0𝑃

𝑣,

𝜙(𝑃 𝑣) = 𝑎1𝑍(1) + 𝑏1𝑃
𝑣,

where 𝜒0, 𝜌0, 𝛼0, 𝛽0 and 𝜎0 are smooth functions of 𝑡, and 𝑐0, 𝑏0, 𝑎1 and 𝑏1

are constants with 𝑐0𝑏1 ̸= 0. Then we evaluate the defining automorphism

property at 𝜙 and the pair of vector fields
(︀
𝐷̄s, 𝑃 𝑣

)︀
,[︀

𝜙
(︀
𝐷̄s), 𝜙

(︀
𝑃 𝑣
)︀]︀

= 𝜙
(︀
[𝐷̄s, 𝑃 𝑣]

)︀
= −3

2𝜙
(︀
𝑃 𝑣
)︀

∼ (2𝑐0 − 1)𝑎1𝑍(1) + (𝑐0 − 1)𝑏1𝑃
𝑣 = 0,

which implies (2𝑐0 − 1)𝑎1 = (𝑐0 − 1)𝑏1 = 0. In view of 𝑏1 ̸= 0, we derive

𝑐0 = 1 and then 𝑎1 = 0. In other words, 𝜙(𝑃 𝑣) ∈ ⟨𝑃 𝑣⟩ =: m̄7 for any

automorphism 𝜙 of gL, i.e., m̄7 is a megaideal of gL.

The improper megaideal gL and the proper megaideals gL
′, m̄′

2 and z(gL
′)

are inessential in the course of constructing the point-symmetry pseu-

dogroup of the system (1.14) using the algebraic method since they are

sums of other megaideals, gL = m̄1 + m̄2, gL
′ = m̄1 + m̄7, m̄

′
2 = m̄3 + m̄7,

and z(gL
′) = m̄6+m̄7. The two constructed one-dimensional megaideals m̄6

and m̄7 are the most important for further consideration. As for the al-

gebra g, we cannot of course answer the question of whether the above
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megaideals exhaust the entire set of proper megaideals of the (infinite-

dimensional) algebra gL.

Theorem 1.13. The point-symmetry pseudogroup 𝐺L of the nonlinear Lax

representation (1.14) is generated by the transformations of the form

𝑡 = 𝑇 (𝑡), 𝑥̃ = 𝐴2/3𝑇
1/3
𝑡 𝑥+𝑋0(𝑡), 𝑦 = 𝐴2/3𝑇

1/3
𝑡 𝑦 + 𝑌 0(𝑡),

𝑢̃ = 𝐴2𝑢− 𝐴2𝑇𝑡𝑡
18𝑇𝑡

(𝑥3 + 𝑦3)− 𝐴4/3

2𝑇
1/3
𝑡

(𝑋0
𝑡 𝑥

2 + 𝑌 0
𝑡 𝑦

2)

+𝑊 1(𝑡)𝑥+𝑊 2(𝑡)𝑦 +𝑊 0(𝑡),

𝑣 = 𝐴𝑣 +𝐵

and the transformation J̄: 𝑡 = 𝑡, 𝑥̃ = 𝑦, 𝑦 = 𝑥, 𝑢̃ = 𝑢, 𝑣 = 𝑣. Here 𝑇 , 𝑋0,

𝑌 0, 𝑊 0, 𝑊 1 and 𝑊 2 are arbitrary smooth functions of 𝑡 with 𝑇𝑡 ̸= 0, and

𝐴 and 𝐵 are arbitrary constants with 𝐴 ̸= 0.

Proof. We follow item (i) of the proof of Theorem 1.3, replacing the point

transformation Φ by the point transformation Φ̄ in the extended space with

the coordinates (𝑡, 𝑥, 𝑦, 𝑢, 𝑣),

Φ̄ : (𝑡, 𝑥̃, 𝑦, 𝑢̃, 𝑣) = (𝑇,𝑋, 𝑌, 𝑈, 𝑉 ),

where (𝑇,𝑋, 𝑌, 𝑈, 𝑉 ) is a tuple of smooth functions of variables (𝑡, 𝑥, 𝑦, 𝑢, 𝑣)

with nonvanishing Jacobian. The condition Φ*𝑃
𝑣 ⊆ m̄7 implies that 𝑇𝑣 =

𝑋𝑣 = 𝑌𝑣 = 𝑈𝑣 = 0 and 𝑉𝑣 = const. Since 𝜛*gL = g, where 𝜛 in the

natural projection from R5
𝑡,𝑥,𝑦,𝑢,𝑣 onto R4

𝑡,𝑥,𝑦,𝑢, the independence of the tuple

(𝑇,𝑋, 𝑌, 𝑈) on 𝑣 means that the 𝑡-, 𝑥-, 𝑦- and 𝑢-components of Φ̄ satisfy

all the constraints derived in item (i) of the proof of Theorem 1.3 for

the components of the transformation Φ, i.e., they have, up to composing

with the transformation J̄: (𝑡, 𝑥̃, 𝑦, 𝑢̃, 𝑣) = (𝑡, 𝑦, 𝑥, 𝑢, 𝑣), the form (1.4). It is

obvious that the transformation J is a point symmetry of the system (1.14).

Then collecting 𝑣-components in the expanded conditions Φ*𝑍(1) ∈ m̄6,

Φ*𝑃
𝑧(1) ∈ m̄3, 𝑧 ∈ {𝑥, 𝑦}, and Φ*𝐷̄

𝑡(1) ∈ m̄1, lead to the equations 𝑉𝑡 =
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𝑉𝑥 = 𝑉𝑦 = 𝑉𝑢 = 0. Hence it has the form 𝑉 = 𝐴𝑣+𝐵, where 𝐴 and 𝐵 are

arbitrary constants with 𝐴 ̸= 0.

Each point transformation Φ whose components are of the above form

satisfies the condition Φ*gL ⊆ gL, which means that this form cannot be

constrained more within the framework of the purely algebraic method.

We complete the proof with computing by the direct method. More

specifically, using the chain rule, we derive expressions for derivatives

of (𝑢̃, 𝑣) with respect to (𝑡, 𝑥̃, 𝑦) up to order two in terms of the vari-

ables and derivatives without tildes, successively substitute the obtained

expressions and the expressions for the leading derivatives 𝑣𝑡 and 𝑣𝑦 in

view of the system (1.14) into the system (1.14) written in terms of

variables with tildes and split the derived equations with respect to the

other (parametric) derivatives of 𝑢 and 𝑣 up to order two. The re-

sulting system of equations for parameters of point symmetry transfor-

mations of the system (1.14) reduces to the single equation 𝐶3 = 𝐴2,

i.e., 𝐶 = 𝐴2/3 > 0. The computation can be simplified by factor-

ing out the transformation J̄ and the transformations related to vary-

ing the pseudogroup parameters 𝑇 , 𝑋0, 𝑌 0, 𝑊 0, 𝑊 1, 𝑊 2 and 𝐵,

which are obviously point symmetry transformations of (1.14). In other

words, we can set 𝑇 = 𝑡, 𝑋0 = 𝑌 0 = 𝑊 0 = 𝑊 1 = 𝑊 2 = 0 and

𝐵 = 0.

Corollary 1.14. A complete list of discrete point symmetry transforma-

tions of the system (1.14) that are independent up to composing with each

other and with continuous point symmetry transformations of this system

is exhausted by three commuting involutions, which can be chosen to be the

permutation J̄ of the variables 𝑥 and 𝑦, (𝑡, 𝑥̃, 𝑦, 𝑢̃, 𝑣) = (𝑡, 𝑦, 𝑥, 𝑢, 𝑣), and

two transformations Īi and Ī𝑣 alternating the signs of (𝑡, 𝑥, 𝑦) and of 𝑣,

respectively,

Īi : (𝑡, 𝑥̃, 𝑦, 𝑢̃, 𝑣) = (−𝑡,−𝑥,−𝑦, 𝑢, 𝑣) and

Ī𝑣 : (𝑡, 𝑥̃, 𝑦, 𝑢̃, 𝑣) = (𝑡, 𝑥, 𝑦, 𝑢,−𝑣).
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Therefore, analogously to the pseudogroup 𝐺, the quotient group of the

point-symmetry pseudogroup 𝐺L of the nonlinear Lax representation (1.14)

of the dispersionless Nizhnik equation (1.1) with respect to its identity

component is isomorphic to the group Z2 × Z2 × Z2.

Remark 1.15. The point transformation

Īs : (𝑡, 𝑥̃, 𝑦, 𝑢̃, 𝑣) = (𝑡,−𝑥,−𝑦,−𝑢, 𝑣),

which is the trivial extension of the discrete point symmetry transforma-

tion Is of the equation (1.1) to 𝑣, maps the nonlinear Lax representa-

tion (1.14) of the equation (1.1) to an equivalent nonlinear Lax represen-

tation of the same equation,

𝑣𝑡 = −1

3

(︃
𝑣3𝑥 +

𝑢3𝑥𝑦
𝑣3𝑥

)︃
+ 𝑢𝑥𝑥𝑣𝑥 +

𝑢𝑥𝑦𝑢𝑦𝑦
𝑣𝑥

, 𝑣𝑦 =
𝑢𝑥𝑦
𝑣𝑥
.

1.6. Point-symmetry pseudogroup

of dispersionless Nizhnik system

The equation (1.1) is in fact a potential equation of the dispersionless

counterpart

𝑝𝑡 = (ℎ1𝑝)𝑥 + (ℎ2𝑝)𝑦, ℎ1𝑦 = 𝑝𝑥, ℎ2𝑥 = 𝑝𝑦 (1.15)

of the original symmetric Nizhnik system [94, Eq. (4)], cf. Remark 1.1.

(We re-denote the dependent variables and scale the system variables for

canceling the coefficient 3 on the nonlinear summands and for setting the

constant parameters 𝑘1 and 𝑘2 to 1.) Indeed, using the last two equa-

tions of the system (1.15) as “short” conservation laws, we introduce the

potentials 𝜙1 and 𝜙2 defined by the equations

𝜙1
𝑥 = ℎ1, 𝜙1

𝑦 = 𝑝 and 𝜙2
𝑦 = ℎ2, 𝜙2

𝑥 = 𝑝.

Therefore, we also have the “short” first-level potential conservation law

𝜙1
𝑦 = 𝜙2

𝑥, for which the associated second-level potential 𝑢 is defined by
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the equations with 𝑢𝑥 = 𝜙1, 𝑢𝑦 = 𝜙2.1.4 The dependent variables of the

system (1.15) are expressed in terms of the potential 𝑢 alone, 𝑝 = 𝑢𝑥𝑦, ℎ
1 =

𝑢𝑥𝑥 and ℎ2 = 𝑢𝑦𝑦. Substituting these expressions into the first equation of

the system (1.15), we derive the equation (1.1) for the potential 𝑢.

Since the equation (1.1) and the system (1.15) are related in a nonlo-

cal way, the maximal Lie invariance (pseudo)algebra gdN and the point-

symmetry pseudogroup 𝐺dN the system (1.15) cannot be directly derived

from their counterparts g and 𝐺 for the equation (1.1) and should be com-

puted independently. At the same time, each Lie-symmetry vector field 𝑄

of (1.1) as belonging to the span of the vector fields (1.2) induces a Lie-

symmetry vector field 𝑄̂ of (1.15). The induction map ℳ* : g → gdN

is the composition of the standard second prolongation and the projec-

tion from the second-order jet space over the basic space R3
𝑡,𝑥,𝑦 × R𝑢

onto the space with coordinates (𝑡, 𝑥, 𝑦, 𝑝, ℎ1, ℎ2) under the identification

(𝑝, ℎ1, ℎ2) = (𝑢𝑥𝑦, 𝑢𝑥𝑥, 𝑢𝑦𝑦). It is obvious that ℳ* is a Lie-algebra ho-

momorphism with kerℳ* =
⟨︀
𝑅𝑥(𝛼), 𝑅𝑦(𝛽), 𝑍(𝜎)

⟩︀
. The problem is to

prove that the homomorphism ℳ* is surjective, i.e., it is an epimorphism,

imℳ* = gdN. This is really the case since computations within the frame-

work of the classical Lie infinitesimal approach show that

gdN =
⟨︀
𝐷̂𝑡(𝜏), 𝐷̂s, 𝑃 𝑥(𝜒), 𝑃 𝑦(𝜌)

⟩︀
= ℳ*g,

where

𝐷̂𝑡(𝜏) = ℳ*𝐷
𝑡(𝜏), 𝐷̂s = ℳ*𝐷

s,

𝑃 𝑥(𝜒) = ℳ*𝑃
𝑥(𝜒), 𝑃 𝑦(𝜌) = ℳ*𝑃

𝑦(𝜌),

that is,

𝐷̂𝑡(𝜏) = 𝜏𝜕𝑡 +
1
3𝜏𝑡𝑥𝜕𝑥 +

1
3𝜏𝑡𝑦𝜕𝑦 −

2
3𝜏𝑡𝑝𝜕𝑝 −

1
3(2𝜏𝑡ℎ

1 + 𝜏𝑡𝑡𝑥)𝜕ℎ1

−1
3(2𝜏𝑡ℎ

2 + 𝜏𝑡𝑡𝑦)𝜕ℎ2,

1.4See [116, Section 3.5] and the end of Section VI in [75] for related terminology. The idea of the

iterative procedure of introducing potentials can be traced back to [129].
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𝐷̂s = 𝑥𝜕𝑥 + 𝑦𝜕𝑦 + 𝑝𝜕𝑝 + ℎ1𝜕ℎ1 + ℎ2𝜕ℎ2,

𝑃 𝑥(𝜒) = 𝜒𝜕𝑥 − 𝜒𝑡𝜕ℎ1, 𝑃 𝑦(𝜌) = 𝜌𝜕𝑦 − 𝜌𝑡𝜕ℎ2,

and the parameter functions 𝜏 , 𝜒 and 𝜌 run through the set of smooth

functions of 𝑡.

Since ℳ* is a Lie-algebra epimorphism with

kerℳ* =
⟨︀
𝑅𝑥(𝛼), 𝑅𝑦(𝛽), 𝑍(𝜎)

⟩︀
,

the nonzero commutation relations between the vector fields spanning gdN

are exhausted, up to the antisymmetry of the Lie bracket, by

[𝐷̂𝑡(𝜏 1), 𝐷̂𝑡(𝜏 2)] = 𝐷̂𝑡(𝜏 1𝜏 2𝑡 − 𝜏 1𝑡 𝜏
2),

[𝐷̂𝑡(𝜏), 𝑃 𝑥(𝜒)] = 𝑃 𝑥
(︀
𝜏𝜒𝑡 − 1

3𝜏𝑡𝜒
)︀
,

[𝐷̂𝑡(𝜏), 𝑃 𝑦(𝜌)] = 𝑃 𝑦
(︀
𝜏𝜌𝑡 − 1

3𝜏𝑡𝜌
)︀
,

[𝐷̂s, 𝑃 𝑥(𝜒)] = −𝑃 𝑥(𝜒), [𝐷̂s, 𝑃 𝑦(𝜌)] = −𝑃 𝑦(𝜌).

(1.16)

Accordingly, we were able to construct the following proper megaideals of

the algebra gdN:

m̂1 := gdN
′ =
⟨︀
𝐷̂𝑡(𝜏), 𝑃 𝑥(𝜒), 𝑃 𝑦(𝜌)

⟩︀
,

m̂2 := rdN =
⟨︀
𝐷̂s, 𝑃 𝑥(𝜒), 𝑃 𝑦(𝜌)

⟩︀
,

m̂3 := m̂′
2 = m̂1 ∩ m̂2 =

⟨︀
𝑃 𝑥(𝜒), 𝑃 𝑦(𝜌)

⟩︀
.

By Theorem 1.3, the analogous map ℳ : 𝐺 → 𝐺dN is a pseudogroup

homomorphism, where kerℳ is the pseudosubgroup of 𝐺 constituted by

the transformations of the form (1.4) with 𝑇 = 𝑡, 𝐶 = 1 and 𝑋0 = 𝑌 0 = 0.

Although the problem is again to prove the surjection property of ℳ, the

presence of this homomorphism allows us to easily make a conjecture on

the general form of point symmetry transformations of the system (1.15),

which we then prove using the modified version of the megaideal-based

method that was suggested in [85].
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Theorem 1.16. The point-symmetry pseudogroup 𝐺dN of the dispersion-

less Nizhnik system (1.15) is generated by the transformations of the form

𝑡 = 𝑇 (𝑡), 𝑥̃ = 𝐶𝑇
1/3
𝑡 𝑥+𝑋0(𝑡), 𝑦 = 𝐶𝑇

1/3
𝑡 𝑦 + 𝑌 0(𝑡),

𝑝 =
𝐶

𝑇
2/3
𝑡

𝑝, ℎ̃1 =
𝐶

𝑇
2/3
𝑡

ℎ1 − 𝐶𝑇𝑡𝑡

3𝑇
5/3
𝑡

𝑥− 𝑋0
𝑡

𝑇𝑡
,

ℎ̃2 =
𝐶

𝑇
2/3
𝑡

ℎ2 − 𝐶𝑇𝑡𝑡

3𝑇
5/3
𝑡

𝑦 − 𝑌 0
𝑡

𝑇𝑡

(1.17)

and the transformation Ĵ: 𝑡 = 𝑡, 𝑥̃ = 𝑦, 𝑦 = 𝑥, 𝑝 = 𝑝, ℎ̃1 = ℎ2, ℎ̃2 = ℎ1.

Here 𝑇 , 𝑋0 and 𝑌 0 are arbitrary smooth functions of 𝑡 with 𝑇𝑡 ̸= 0, and

𝐶 is an arbitrary nonzero constant.

Proof. Although the procedure of proving is in general analogous to that

in the proof of Theorem 1.3, computational details are essentially differ-

ent. Consider a point transformation Φ in the space with the coordinates

(𝑡, 𝑥, 𝑦, 𝑝, ℎ1, ℎ2),

Φ: (𝑡, 𝑥̃, 𝑦, 𝑝, ℎ̃1, ℎ̃2) = (𝑇,𝑋, 𝑌, 𝑃,𝐻1, 𝐻2),

where (𝑇,𝑋, 𝑌, 𝑃,𝐻1, 𝐻2) is a tuple of smooth functions of (𝑡, 𝑥, 𝑦, 𝑝, ℎ1, ℎ2)

with nonvanishing Jacobian. If it is a point symmetry of the system (1.15),

then the pushforward Φ* of vector fields by Φ satisfies the conditions

Φ*m̂3 ⊆ m̂3, Φ*(m̂1 ∖ m̂3) ⊆ m̂1 ∖ m̂3 and Φ*(m̂2 ∖ m̂3) ⊆ m̂2 ∖ m̂3, and,

moreover, kerΦ* = {0}. For evaluating Φ*, we choose the following lin-

early independent vector fields from g:

𝑄1𝑧 := 𝑃 𝑧(1), 𝑄2𝑧 := 𝑃 𝑧(𝑡), 𝑄3𝑧 := 𝑃 𝑧(𝑡2),

𝑄4 := 𝐷̂𝑡(1), 𝑄5 := 𝐷̂𝑡(𝑡), 𝑄6 := 𝐷̂s

with 𝑧 ∈ {𝑥, 𝑦}. Since 𝑄1𝑧, 𝑄2𝑧, 𝑄3𝑧 ∈ m̂3, 𝑄
4, 𝑄5 ∈ m̂1 ∖ m̂3 and 𝑄

6 ∈ m̂2 ∖
m̂3, then

Φ*𝑄
𝑖𝑧 = 𝑃 𝑥(𝜒̃𝑖𝑧) + 𝑃 𝑦(𝜌𝑖𝑧), (𝜒̃𝑖𝑧, 𝜌𝑖𝑧) ̸= (0, 0), 𝑖 = 1, 2, 3,

Φ*𝑄
𝑖 = 𝐷̃𝑡(𝜏 𝑖) + 𝑃 𝑥(𝜒̃𝑖) + 𝑃 𝑦(𝜌𝑖), 𝜏 𝑖 ̸= 0, 𝑖 = 4, 5,

Φ*𝑄
𝑖 = 𝜆𝑖𝐷̃s + 𝑃 𝑥(𝜒̃𝑖) + 𝑃 𝑦(𝜌𝑖), 𝜆𝑖 ̸= 0, 𝑖 = 6.

(1.18)
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Let (1.18)𝑖𝑧, 𝑖 = 1, 2, 3, and (1.18)𝑖, 𝑖 = 4, 5, 6, refer to the 𝑖th equation in

the system (1.18) with 𝑧 ∈ {𝑥, 𝑦} for 𝑖 = 1, 2, 3.

The identity Φ*𝑄
3𝑧 − 2Φ*(𝑡)Φ*𝑄

2𝑧 + Φ*(𝑡
2)Φ*𝑄

1𝑧 = 0 and the corre-

sponding combination of the equations (1.18)1𝑧, (1.18)2𝑧 and (1.18)3𝑧 imply

the system

𝜒̃3𝑧(𝑇 )− 2𝑡𝜒̃2𝑧(𝑇 ) + 𝑡2𝜒̃1𝑧(𝑇 ) = 0, 𝜒̃3𝑧
𝑡 (𝑇 )− 2𝑡𝜒̃2𝑧

𝑡 (𝑇 ) + 𝑡2𝜒̃1𝑧
𝑡 (𝑇 ) = 0,

𝜌3𝑧(𝑇 )− 2𝑡𝜌2𝑧(𝑇 ) + 𝑡2𝜌1𝑧(𝑇 ) = 0, 𝜌3𝑧𝑡 (𝑇 )− 2𝑡𝜌2𝑧𝑡 (𝑇 ) + 𝑡2𝜌1𝑧𝑡 (𝑇 ) = 0,

whose differential consequences are 𝜒̃2𝑧(𝑇 ) = 𝑡𝜒̃1𝑧(𝑇 ) and 𝜌2𝑧(𝑇 ) = 𝑡𝜌1𝑧(𝑇 ).

Similarly to the previous proofs, we derive from these equations that 𝑇 =

𝑇 (𝑡) with 𝑇𝑡 ̸= 0. We collect the components in the equations (1.18)1𝑧 and

in the combination Φ*(𝑡)(1.18)1𝑧 − (1.18)2𝑧, deriving the constraints

𝑋𝑧 = 𝜒̃1𝑧(𝑇 ), 𝑌𝑧 = 𝜌1𝑧(𝑇 ), 𝑃𝑧 = 0, 𝑋ℎ𝑧 = 𝑌ℎ𝑧 = 𝑃ℎ𝑧 = 0,

𝐻1
𝑧 = −𝜒̃1𝑧

𝑡 (𝑇 ) = −𝑋𝑧𝑡

𝑇𝑡
, 𝐻2

𝑧 = −𝜌1𝑧𝑡 (𝑇 ) = −𝑌𝑧𝑡
𝑇𝑡
,

𝐻1
ℎ𝑧 = 𝜒̃2𝑧

𝑡 (𝑇 )− 𝑡𝜒̃1𝑧
𝑡 (𝑇 ) =

𝜒̃1𝑧(𝑇 )

𝑇𝑡
=
𝑋𝑧

𝑇𝑡
,

𝐻2
ℎ𝑧 = 𝜌2𝑧𝑡 (𝑇 )− 𝑡𝜌1𝑧𝑡 (𝑇 ) =

𝜌1𝑧(𝑇 )

𝑇𝑡
=
𝑌𝑧
𝑇𝑡

with ℎ𝑥 := ℎ1 and ℎ𝑦 := ℎ2. Hence

𝑋 = 𝑋1(𝑡)𝑥+𝑋2(𝑡)𝑦 +𝑋0(𝑡, 𝑝),

𝑌 = 𝑌 1(𝑡)𝑥+ 𝑌 2(𝑡)𝑦 + 𝑌 0(𝑡, 𝑝), 𝑃 = 𝑃 (𝑡, 𝑝),

𝐻1 =
𝑋1

𝑇𝑡
ℎ1 +

𝑋2

𝑇𝑡
ℎ2 − 𝑋1

𝑡

𝑇𝑡
𝑥− 𝑋2

𝑡

𝑇𝑡
𝑦 + 𝐻̆1(𝑡, 𝑝),

𝐻2 =
𝑌 1

𝑇𝑡
ℎ1 +

𝑌 2

𝑇𝑡
ℎ2 − 𝑌 1

𝑡

𝑇𝑡
𝑥− 𝑌 2

𝑡

𝑇𝑡
𝑦 + 𝐻̆2(𝑡, 𝑝),

(1.19)

where 𝑋1, 𝑋2, 𝑋0, 𝑌 1, 𝑌 2, 𝑌 0, 𝑃 , 𝐻̆1 and 𝐻̆2 are sufficiently smooth

functions of their arguments with 𝑃𝑝(𝑋
1𝑌 2 −𝑋2𝑌 1) ̸= 0.

The componentwise splitting of (1.18)4, 3(1.18)5 − 3Φ*(𝑡)(1.18)4 and

(1.18)6 leads to the system

𝑇𝑡 = 𝜏 4(𝑇 ), 𝑋𝑡 =
1

3
𝜏 4𝑡 (𝑇 )𝑋 + 𝜒̃4(𝑇 ),
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𝑌𝑡 =
1

3
𝜏 4𝑡 (𝑇 )𝑌 + 𝜌4(𝑇 ), 𝑃𝑡 = −2

3
𝜏 4𝑡 (𝑇 )𝑃,

𝐻1
𝑡 = −2

3
𝜏 4𝑡 (𝑇 )𝐻

1 − 1

3
𝜏 4𝑡𝑡(𝑇 )𝑋 − 𝜒̃4

𝑡 (𝑇 ),

𝐻2
𝑡 = −2

3
𝜏 4𝑡 (𝑇 )𝐻

2 − 1

3
𝜏 4𝑡𝑡(𝑇 )𝑌 − 𝜌4𝑡 (𝑇 ),

𝜏 5(𝑇 ) = 𝑡𝜏 4(𝑇 ), 𝑥𝑋𝑥 + 𝑦𝑋𝑦 − 2𝑝𝑋𝑝 = 𝑋 + 3𝜒̃5(𝑇 )− 3𝑡𝜒̃4(𝑇 ),

𝑥𝑌𝑥 + 𝑦𝑌𝑦 − 2𝑝𝑌𝑝 = 𝑌 + 3𝜌5(𝑇 )− 3𝑡𝜌4(𝑇 ), 𝑝𝑃𝑝 = 𝑃,

𝑥𝐻1
𝑥 + 𝑦𝐻1

𝑦 − 2𝑝𝐻1
𝑝 − 2ℎ1𝐻1

ℎ1 − 2ℎ2𝐻1
ℎ2 =

−2𝐻1 + (𝑇−1
𝑡 )𝑡𝑋 − 3𝜒̃5

𝑡 (𝑇 ) + 3𝑡𝜒̃4
𝑡 (𝑇 ),

𝑥𝐻2
𝑥 + 𝑦𝐻2

𝑦 − 2𝑝𝐻2
𝑝 − 2ℎ1𝐻2

ℎ1 − 2ℎ2𝐻2
ℎ2 =

−2𝐻2 + (𝑇−1
𝑡 )𝑡𝑌 − 3𝜌5𝑡 (𝑇 ) + 3𝑡𝜌4𝑡 (𝑇 ),

𝑥𝑋𝑥 + 𝑦𝑋𝑦 + 𝑝𝑋𝑝 = 𝜆6𝑋 + 𝜒̃6(𝑇 ),

𝑥𝑌𝑥 + 𝑦𝑌𝑦 + 𝑝𝑌𝑝 = 𝜆6𝑌 + 𝜌6(𝑇 ), 𝑝𝑃𝑝 = 𝜆6𝑃,

𝑥𝐻1
𝑥 + 𝑦𝐻1

𝑦 + 𝑝𝐻1
𝑝 + ℎ1𝐻1

ℎ1 + ℎ2𝐻1
ℎ2 = 𝜆6𝐻1 − 𝜒̃6

𝑡 (𝑇 ),

𝑥𝐻2
𝑥 + 𝑦𝐻2

𝑦 + 𝑝𝐻2
𝑝 + ℎ1𝐻2

ℎ1 + ℎ2𝐻2
ℎ2 = 𝜆6𝐻2 − 𝜌6𝑡 (𝑇 ).

Here we at once take into account the constraints 𝜏 4(𝑇 ) = 𝑇𝑡 and 𝜏
5(𝑇 ) =

𝑡𝑇𝑡, in view of which we have

𝜏 4𝑡 (𝑇 ) = 𝑇𝑡𝑡/𝑇𝑡, 𝜏 5𝑡 (𝑇 )− 𝑡𝜏 4𝑡 (𝑇 ) = 1,

𝜏 4𝑡𝑡(𝑇 ) = (𝑇𝑡𝑡/𝑇𝑡)𝑡/𝑇𝑡, 𝜏 5𝑡𝑡(𝑇 )− 𝑡𝜏 4𝑡𝑡(𝑇 ) = −(𝑇−1
𝑡 )𝑡.

We substitute the earlier derived form (1.19) of the components of Φ into

the above system, split the expanded system with respect to (𝑥, 𝑦, ℎ1, ℎ2)

and solve the obtained system of constraints

𝑋𝑗
𝑡 =

𝑇𝑡𝑡
3𝑇𝑡

𝑋𝑗, 𝑌 𝑗
𝑡 =

𝑇𝑡𝑡
3𝑇𝑡

𝑌 𝑗, 𝑗 = 1, 2,

𝑋0
𝑡 =

𝑇𝑡𝑡
3𝑇𝑡

𝑋0 + 𝜒̃4(𝑇 ), 𝑌 0
𝑡 =

𝑇𝑡𝑡
3𝑇𝑡

𝑌 0 + 𝜌4(𝑇 ),

𝑃𝑡 = −2𝑇𝑡𝑡
3𝑇𝑡

𝑃, 𝐻̆1
𝑡 = −2𝑇𝑡𝑡

3𝑇𝑡
𝐻̆1−

(︂
𝑇𝑡𝑡
𝑇𝑡

)︂
𝑡

𝑋0

3𝑇𝑡
− 𝜒̃4

𝑡 (𝑇 ),
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𝐻̆2
𝑡 = −2𝑇𝑡𝑡

3𝑇𝑡
𝐻̆2−

(︂
𝑇𝑡𝑡
𝑇𝑡

)︂
𝑡

𝑌 0

3𝑇𝑡
− 𝜌4𝑡 (𝑇 ),

𝑝𝑋0
𝑝 = 𝑋0 + 𝜒̃6(𝑇 ), −2𝑝𝑋0

𝑝 = 𝑋0 + 3𝜒̃5(𝑇 )− 3𝑡𝜒̃4(𝑇 ),

𝑝𝑌 0
𝑝 = 𝑌 0 + 𝜌6(𝑇 ), −2𝑝𝑌 0

𝑝 = 𝑌 0 + 3𝜌5(𝑇 )− 3𝑡𝜌4(𝑇 ),

𝑝𝑃𝑝 = 𝑃, 𝜆6 = 1,

𝑝𝐻̆1
𝑝 = 𝐻̆1 − 𝜒̃6

𝑡 (𝑇 ),

3𝑥𝐻1
𝑥 + 3𝑦𝐻1

𝑦 = (𝑇−1
𝑡 )𝑡𝑋 − 2𝜒̃6

𝑡 (𝑇 )− 3𝜒̃5
𝑡 (𝑇 ) + 3𝑡𝜒̃4

𝑡 (𝑇 ),

𝑝𝐻̆2
𝑝 = 𝐻̆2 − 𝜌6𝑡 (𝑇 ),

3𝑥𝐻2
𝑥 + 3𝑦𝐻2

𝑦 = (𝑇−1
𝑡 )𝑡𝑌 − 2𝜌6𝑡 (𝑇 )− 3𝜌5𝑡 (𝑇 ) + 3𝑡𝜌4𝑡 (𝑇 ).

This system implies that in fact 𝑋0 = 𝑋0(𝑡) and 𝑌 0 = 𝑌 0(𝑡). The other

its independent consequences are only

𝜒̃4(𝑇 ) = 𝑋0
𝑡 −

𝑇𝑡𝑡
3𝑇𝑡

𝑋0, 𝜌4(𝑇 ) = 𝑌 0
𝑡 − 𝑇𝑡𝑡

3𝑇𝑡
𝑌 0,

3
(︀
𝜒̃5(𝑇 )− 𝑡𝜒̃4(𝑇 )

)︀
= 𝜒̃6(𝑇 ) = −𝑋0,

3
(︀
𝜌5(𝑇 )− 𝑡𝜌4(𝑇 )

)︀
= 𝜌6(𝑇 ) = −𝑌 0,

𝑋𝑗
𝑡 =

𝑇𝑡𝑡
3𝑇𝑡

𝑋𝑗, 𝑌 𝑗
𝑡 =

𝑇𝑡𝑡
3𝑇𝑡

𝑌 𝑗, 𝑗 = 1, 2, 𝑃𝑡 = −2𝑇𝑡𝑡
3𝑇𝑡

𝑃, 𝑝𝑃𝑝 = 𝑃,

𝑝𝐻̆1
𝑝 = 𝐻̆1 +

𝑋0
𝑡

𝑇𝑡
, 𝐻̆1

𝑡 = −2𝑇𝑡𝑡
3𝑇𝑡

𝐻̆1 − 𝑋0
𝑡𝑡

𝑇𝑡
+

𝑇𝑡𝑡
3𝑇 2

𝑡

𝑋0
𝑡 ,

𝑝𝐻̆2
𝑝 = 𝐻̆2 +

𝑌 0
𝑡

𝑇𝑡
, 𝐻̆2

𝑡 = −2𝑇𝑡𝑡
3𝑇𝑡

𝐻̆2 − 𝑌 0
𝑡𝑡

𝑇𝑡
+

𝑇𝑡𝑡
3𝑇 2

𝑡

𝑌 0
𝑡 .

The equations for the parameter functions involved in Φ integrate to

𝑋𝑗 = 𝐴𝑗𝑇
1/3
𝑡 , 𝑌 𝑗 = 𝐵𝑗𝑇

1/3
𝑡 , 𝑃 =

𝐶𝑝

𝑇
2/3
𝑡

,

𝐻̆1 =
𝐸1𝑝

𝑇
2/3
𝑡

− 𝑋0
𝑡

𝑇𝑡
, 𝐻̆2 =

𝐸2𝑝

𝑇
2/3
𝑡

− 𝑌 0
𝑡

𝑇𝑡
,

(1.20)

where 𝐴𝑗, 𝐵𝑗, 𝐶 and 𝐸𝑗, 𝑗 = 1, 2, are constants with 𝐶(𝐴1𝐵2−𝐴2𝐵1) ̸= 0.

The transformations defined by (1.19)–(1.20) constitute a pseu-

dogroup G, which contains the set N of the transformations of the
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form (1.17) with 𝐶 = 1 as a normal pseudosubgroup. The later trans-

formations are point symmetries of the system (1.15), which can be easily

checked by the direct method although it is also clear due to the observa-

tion that they are generated by Lie symmetries of the system (1.15) and

the time reflection (𝑡, 𝑥̃, 𝑦, 𝑝, ℎ̃1, ℎ̃2) = (−𝑡,−𝑥,−𝑦, 𝑝, ℎ1, ℎ2). The pseu-

dogroup G splits over N, G = H⋉N, where the subgroup H of G consists

of the transformations of the form

𝑇 = 𝑡, 𝑋 = 𝐴1𝑥+ 𝐴2𝑦, 𝑌 = 𝐵1𝑥+𝐵2𝑦,

𝑃 = 𝐶𝑝, 𝐻1 = 𝐴1ℎ
1 + 𝐴2ℎ

2 + 𝐸1𝑝, 𝐻2 = 𝐵1ℎ
1 +𝐵2ℎ

2 + 𝐸2𝑝,

𝐴𝑗, 𝐵𝑗, 𝐶 and 𝐸𝑗, 𝑗 = 1, 2, are arbitrary constants with 𝐶(𝐴1𝐵2−𝐴2𝐵1) ̸=
0. Therefore, we can factor out the transformations from N and consider

only the transformations from H in the remainder of the proof.

It is easy to check that Ψ*gdN = gdN for any Ψ ∈ H. This means

that no constraints for the above constant parameters can be found within

the algebraic approach. Therefore, for completing the proof, the direct

method should necessarily be applied. The computation is standard. The

chain rule implies expressions for first-order derivatives of (𝑝, ℎ̃1, ℎ̃2) with

respect to (𝑡, 𝑥̃, 𝑦) in terms of the variables and derivatives without tildes,

which we substitute jointly with the expressions for (𝑝, ℎ̃1, ℎ̃2) and, e.g., the

expressions for the derivatives 𝑝𝑡, ℎ
1
𝑦 and ℎ

2
𝑥 according to the system (1.15)

into the system (1.15) written in terms of variables with tildes and split

the derived equations with respect to the other (parametric) first-order

derivatives of (𝑝, ℎ1, ℎ2). As a result, we derive the system

𝐴1𝐴2 = 𝐵1𝐵2 = 0, 𝐵1𝐸1 = 𝐴1𝐸2, 𝐵2𝐸1 = 𝐴2𝐸2,

𝐴 2
1 − 𝐸1𝐴2 = 𝐶𝐵2, 𝐴 2

2 − 𝐸1𝐴1 = 𝐶𝐵1,

𝐵 2
1 − 𝐸2𝐵2 = 𝐶𝐴2, 𝐵 2

2 − 𝐸2𝐵1 = 𝐶𝐴1.

In view of the inequality 𝐶(𝐴1𝐵2−𝐴2𝐵1) ̸= 0, it implies that 𝐸1 = 𝐸2 = 0

and (𝐴1, 𝐴2, 𝐵1, 𝐵2) ∈
{︀
(𝐶, 0, 0, 𝐶), (0, 𝐶, 𝐶, 0)

}︀
.
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Corollary 1.17. ℳ*g = gdN and ℳ𝐺 = 𝐺dN. In other words, the max-

imal Lie invariance algebra gdN and the point-symmetry pseudogroup 𝐺dN

the system (1.15) are induced by their counterparts g and 𝐺 for the equa-

tion (1.1), respectively.

Corollary 1.18. A complete list of discrete point symmetry transforma-

tions of the system (1.15) that are independent up to composing with each

other and with continuous point symmetry transformations of this equation

is exhausted by three commuting involutions, which can be chosen to be the

permutation Ĵ of the variables 𝑥 and 𝑦, and two transformations Îi and Îs

alternating the signs of (𝑡, 𝑥, 𝑦) and of (𝑥, 𝑦, 𝑝, ℎ1, ℎ2), respectively,

Ĵ : (𝑡, 𝑥̃, 𝑦, 𝑝, ℎ̃1, ℎ̃2) = (𝑡, 𝑦, 𝑥, 𝑝, ℎ2, ℎ1),

Îi : (𝑡, 𝑥̃, 𝑦, 𝑝, ℎ̃1, ℎ̃2) = (−𝑡,−𝑥,−𝑦, 𝑝, ℎ1, ℎ2),

Îs : (𝑡, 𝑥̃, 𝑦, 𝑝, ℎ̃1, ℎ̃2) = (𝑡,−𝑥,−𝑦,−𝑝,−ℎ1,−ℎ2).

Hence again the quotient group of the point-symmetry pseudogroup𝐺dN

of the dispersionless Nizhnik system (1.15) with respect to the identity

component of this pseudogroup is isomorphic to the group Z2 × Z2 × Z2.

1.7. Defining geometric properties

We find geometric properties of the dispersionless Nizhnik equa-

tion (1.1) that completely define this equation. In this section, by 𝑢𝜅

or by 𝑢𝜅0𝜅1𝜅2
with the multi-index 𝜅 = (𝜅0, 𝜅1, 𝜅2) ∈ N 3

0 we denote the jet

variable that is associated with the derivative 𝜕𝜅0+𝜅1+𝜅2𝑢/𝜕𝑡𝜅0𝜕𝑥𝜅1𝜕𝑦𝜅2.

Lemma 1.19. A partial differential equation of order less than or equal

to three with three independent variables is invariant with respect to the

algebra g if and only if it is of the form

𝑢𝑡𝑥𝑦 = (𝑢𝑥𝑥𝑢𝑥𝑦)𝑥 + (𝑢𝑥𝑦𝑢𝑦𝑦)𝑦 + 𝑢𝑥𝑦𝑢𝑥𝑦𝑦𝐻

(︂
𝑢𝑥𝑥𝑥 − 𝑢𝑦𝑦𝑦

𝑢𝑥𝑦𝑦
,
𝑢𝑥𝑥𝑦
𝑢𝑥𝑦𝑦

)︂
, (1.21)

where 𝐻 is an arbitrary smooth function of its arguments.
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Proof. The (infinite) prolongations 𝑄(∞) of the vector fields 𝑄, which are

presented in (1.2) and span the maximal Lie invariance (pseudo)algebra g

of the equation (1.1), are

𝐷𝑡
(∞)(𝜏) = 𝜏𝜕𝑡 +

1

3
𝜏𝑡𝑥𝜕𝑥 +

1

3
𝜏𝑡𝑦𝜕𝑦

−
∞∑︁
𝑘=2

𝜏 (𝑘)
(︂
𝑥3 + 𝑦3

18
𝜕𝑢𝑘−2,00

+
𝑥2

6
𝜕𝑢𝑘−2,10

+
𝑥

3
𝜕𝑢𝑘−2,20

+
1

3
𝜕𝑢𝑘−2,30

+
𝑦2

6
𝜕𝑢𝑘−2,01

+
𝑦

3
𝜕𝑢𝑘−2,02

+
1

3
𝜕𝑢𝑘−2,03

)︂
−
∑︁
𝜅

∞∑︁
𝑘=1

𝜏 (𝑘)
(︂(︂

𝜅0
𝑘

)︂
+
𝜅1 + 𝜅2

3

(︂
𝜅0

𝑘 − 1

)︂)︂
𝑢𝜅0+1−𝑘,𝜅1𝜅2

𝜕𝑢𝜅

− 1

3

∑︁
𝜅

∞∑︁
𝑘=2

(︂
𝜅0

𝑘 − 1

)︂
𝜏 (𝑘)
(︀
𝑥𝑢𝜅0+1−𝑘,𝜅1+1,𝜅2

+ 𝑦𝑢𝜅0+1−𝑘,𝜅1,𝜅2+1

)︀
𝜕𝑢𝜅

,

𝐷s
(∞) = 𝑥𝜕𝑥 + 𝑦𝜕𝑦 +

∑︁
𝜅

(3− 𝜅1 − 𝜅2)𝑢𝜅𝜕𝑢𝜅
,

𝑃 𝑥
(∞)(𝜒) = 𝜒𝜕𝑥 −

∞∑︁
𝑘=1

𝜒(𝑘)

(︂
𝑥2

2
𝜕𝑢𝑘−1,00

+ 𝑥𝜕𝑢𝑘−1,10
+ 𝜕𝑢𝑘−1,20

+
∑︁
𝜅

(︂
𝜅0
𝑘

)︂
𝑢𝜅0−𝑘,𝜅1+1,𝜅2

𝜕𝑢𝜅

)︃
,

𝑃 𝑦
(∞)(𝜌) = 𝜌𝜕𝑦 −

∞∑︁
𝑘=1

𝜌(𝑘)
(︂
𝑦2

2
𝜕𝑢𝑘−1,00

+ 𝑦𝜕𝑢𝑘−1,01
+ 𝜕𝑢𝑘−1,02

+
∑︁
𝜅

(︂
𝜅0
𝑘

)︂
𝑢𝜅0−𝑘,𝜅1,𝜅2+1𝜕𝑢𝜅

)︃
,

𝑅𝑥
(∞)(𝛼) =

∞∑︁
𝑘=0

𝛼(𝑘)
(︀
𝑥𝜕𝑢𝑘00

+ 𝜕𝑢𝑘10

)︀
,

𝑅𝑦
(∞)(𝛽) =

∞∑︁
𝑘=0

𝛽(𝑘)
(︀
𝑦𝜕𝑢𝑘00

+ 𝜕𝑢𝑘01

)︀
,

𝑍(∞)(𝜎) =
∞∑︁
𝑘=0

𝜎(𝑘)𝜕𝑢𝑘00
.
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Recall that run through the set of smooth functions of 𝑡,
(︀
𝑛
𝑘

)︀
:= 0 if

𝑘 > 𝑛. The differential invariants of the identity component 𝐺id of the

point-symmetry pseudogroup 𝐺 of the equation (1.1) can be found as dif-

ferential functions 𝐹 of 𝑢 that satisfy the equations 𝑄(∞)𝐹 = 0, where 𝑄

runs through the set of the vector fields (1.2). We can split these equa-

tions with respect to the derivatives of the parameter functions 𝜏 , 𝜒, 𝜌, 𝛼,

𝛽 and 𝜎 and then, after deriving the equations 𝐹𝑥 = 𝐹𝑦 = 0, with respect

to 𝑥 and 𝑦, which leads to the following system for 𝐹 :

𝐹𝑡 = 𝐹𝑥 = 𝐹𝑦 = 𝐹𝑢𝑘00
= 𝐹𝑢𝑘10

= 𝐹𝑢𝑘01
= 0,

𝐹𝑢𝑘20
+
∑︁
𝜅

(︂
𝜅0

𝑘 + 1

)︂
𝑢𝜅0−𝑘−1,𝜅1+1,𝜅2

𝐹𝑢𝜅
= 0,

𝐹𝑢𝑘02
+
∑︁
𝜅

(︂
𝜅0

𝑘 + 1

)︂
𝑢𝜅0−𝑘−1,𝜅1,𝜅2+1𝐹𝑢𝜅

= 0,

∑︁
𝜅

(3− 𝜅1 − 𝜅2)𝑢𝜅𝐹𝑢𝜅
= 0,

∑︁
𝜅

(𝜅0 + 1)𝑢𝜅𝐹𝑢𝜅
= 0,

𝐹𝑢𝑘30
+ 𝐹𝑢𝑘03

+
∑︁
𝜅

(︂
3

(︂
𝜅0

𝑘 + 2

)︂
+ (𝜅1 + 𝜅2)

(︂
𝜅0

𝑘 + 1

)︂)︂
× 𝑢𝜅0−𝑘−1,𝜅1𝜅2

𝐹𝑢𝜅
= 0, 𝑘 ∈ N0.

Let the order of 𝐹 as a differential function be less than or equal to

three. Then the equations in the first row mean that 𝐹 is a function at

most 𝑢𝑥𝑥, 𝑢𝑥𝑦, 𝑢𝑦𝑦, 𝑢𝑡𝑥𝑥, 𝑢𝑡𝑥𝑦, 𝑢𝑡𝑦𝑦, 𝑢𝑥𝑥𝑥, 𝑢𝑥𝑥𝑦, 𝑢𝑥𝑦𝑦 and 𝑢𝑦𝑦𝑦. Then the

equations in the second row with 𝑘 = 1 and with 𝑘 = 0 successively imply

𝐹𝑢𝑡𝑥𝑥
= 𝐹𝑢𝑡𝑦𝑦

= 0, 𝐹𝑢𝑥𝑥
+ 𝑢𝑥𝑥𝑦𝐹𝑢𝑡𝑥𝑦

= 0, 𝐹𝑢𝑦𝑦
+ 𝑢𝑥𝑦𝑦𝐹𝑢𝑡𝑥𝑦

= 0.

The equations in the third row and the equation in the last row with 𝑘 = 0

reduce to

𝑢𝑥𝑥𝐹𝑢𝑥𝑥
+ 𝑢𝑥𝑦𝐹𝑢𝑥𝑦

+ 𝑢𝑦𝑦𝐹𝑢𝑦𝑦
+ 𝑢𝑡𝑥𝑦𝐹𝑢𝑡𝑥𝑦

= 0,

𝑢𝑥𝑥𝑥𝐹𝑢𝑥𝑥𝑥
+ 𝑢𝑥𝑥𝑦𝐹𝑢𝑥𝑥𝑦

+ 𝑢𝑥𝑦𝑦𝐹𝑢𝑥𝑦𝑦
+ 𝑢𝑦𝑦𝑦𝐹𝑢𝑦𝑦𝑦

+ 𝑢𝑡𝑥𝑦𝐹𝑢𝑡𝑥𝑦
= 0,

𝐹𝑢𝑥𝑥𝑥
+ 𝐹𝑢𝑦𝑦𝑦

+ 2𝑢𝑥𝑦𝐹𝑢𝑡𝑥𝑦
= 0.
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The other equations are satisfied identically in view of the derived equa-

tions. Integrating the latter equations, we obtain that any differential in-

variant 𝐹 of order less than or equal to three of the group𝐺id is a function of

𝜔0 :=
𝑢𝑡𝑥𝑦 − (𝑢𝑥𝑥𝑢𝑥𝑦)𝑥 − (𝑢𝑥𝑦𝑢𝑦𝑦)𝑦

𝑢𝑥𝑦𝑢𝑥𝑦𝑦
, 𝜔1 :=

𝑢𝑥𝑥𝑥 − 𝑢𝑦𝑦𝑦
𝑢𝑥𝑦𝑦

, 𝜔2 :=
𝑢𝑥𝑥𝑦
𝑢𝑥𝑦𝑦

,

𝐹 = 𝐹 (𝜔0, 𝜔1, 𝜔2). Hence the group 𝐺id admits no differential invariants

of orders zero, one and two. The above consideration also implies that the

group 𝐺id admits no codimension-one singular invariant manifolds in the

third-order jet space J3(R3
𝑡𝑥𝑦 × R𝑢). Therefore, a partial differential equa-

tion for the unknown function 𝑢 depending on (𝑡, 𝑥, 𝑦) is 𝐺id-invariant if

and only if it is of the form 𝐹 (𝜔0, 𝜔1, 𝜔2) = 0, where 𝐹𝜔0
̸= 0 since otherwise

the variable 𝑡 is not significant and rather plays the role of a parameter,

and (1.21) is an equivalent form for such equations.

Any equation of the form (1.21) is invariant with respect to the point

transformations Ii and Is alternating the signs of (𝑡, 𝑥, 𝑦) and of (𝑥, 𝑦, 𝑢),

respectively, cf. Corollary 1.4. At the same time, the permutation J of the

variables 𝑥 and 𝑦 is a point symmetry transformation of such an equation

if and only if

𝐻(𝜔1, 𝜔2) = 𝜔2𝐻(−𝜔−1
2 𝜔1, 𝜔

−1
2 ).

The space of local conservation laws of the dispersionless Nizhnik equa-

tion (1.1) is infinite-dimensional, and the simplest conservation-law charac-

teristics of this equation are 1, 𝑢𝑥𝑥 and 𝑢𝑦𝑦. Let us check when an equation

of the form (1.21) admits these conservation-law characteristics.

Lemma 1.20. (i) An equation of the form (1.21) admits the conservation-

law characteristic 1 and thus it is in conserved form if and only if 𝐻 is an

affine function of (𝜔1, 𝜔2), i.e., 𝐻 = 𝑎𝜔1 + 𝑏𝜔2 + 𝑐 for some constants 𝑎, 𝑏

and 𝑐, and the equation takes the form

𝑢𝑡𝑥𝑦 = (𝑢𝑥𝑥𝑢𝑥𝑦)𝑥 + (𝑢𝑥𝑦𝑢𝑦𝑦)𝑦

+ 𝑢𝑥𝑦
(︀
𝑎(𝑢𝑥𝑥𝑥 − 𝑢𝑦𝑦𝑦) + 𝑏𝑢𝑥𝑥𝑦 + 𝑐𝑢𝑥𝑦𝑦

)︀
.

(1.22)
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(ii) An equation of the form (1.22) admits the conservation-law char-

acteristic 𝑢𝑥𝑥 or 𝑢𝑦𝑦 if and only if 𝑎 = 𝑏 = 0 or 𝑎 = 𝑐 = 0, respectively.

Proof. The differential function

𝑁 := 𝑢𝑡𝑥𝑦 − (𝑢𝑥𝑥𝑢𝑥𝑦)𝑥 − (𝑢𝑥𝑦𝑢𝑦𝑦)𝑦 − 𝑢𝑥𝑦𝑢𝑥𝑦𝑦𝐻(𝜔1, 𝜔2)

is (locally) a total divergence if and only if E𝑁 = 0, where E is the Euler

operator with respect to 𝑢,

E :=
∑︁
𝜅

(−D𝑡)
𝜅0(−D𝑥)

𝜅1(−D𝑦)
𝜅2𝜕𝑢𝜅

,

see, e.g., [96, Theorem 4.7]. Collecting coefficients of sixth-order derivatives

of 𝑢 in the equation E𝑁 = 0, we derive the system

𝐻𝜔1𝜔1
= 𝐻𝜔1𝜔2

= 𝐻𝜔2𝜔2
= 0,

and, in view of this system, the equation E𝑁 = 0 is satisfied identically.

This proves (i).

To prove (ii), it suffices to similarly consider the equations E(𝑢𝑥𝑥𝑁) = 0

and E(𝑢𝑦𝑦𝑁) = 0 for affine functions 𝐻 of (𝜔1, 𝜔2).

Lemmas 1.19 and 1.20 jointly imply the following theorem.

Theorem 1.21. An 𝑟th order (𝑟 ∈ {1, 2, 3}) partial differential equation

with three independent variables admits the algebra g as its Lie invariance

algebra and the conservation-law characteristics 1, 𝑢𝑥𝑥 and 𝑢𝑦𝑦 if and only

if it coincides with the dispersionless Nizhnik equation (1.1).

In view of Theorem 1.21, the invariance with respect to the algebra g

and admitting the conservation-law characteristics 1, 𝑢𝑥𝑥 and 𝑢𝑦𝑦 lead to

the invariance with respect to the entire group 𝐺, which includes the dis-

crete point symmetry transformations J, Ii and Is, and to admitting the

entire (infinite-dimensional) space of conservation-law characteristics of the

equation (1.1).
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1.8. Conclusion

Let us discuss some implications of the results of this chapter in the

form of a chain of remarks.

Remark 1.22. Item (ii) of the proof of Theorem 1.3 is the first example of

applying the megaideal-based version of the algebraic method to computing

the contact-symmetry (pseudo)group of a partial differential equation in

the literature. An example of computing contact symmetries of a partial

differential equation using the automorphism-based version of the algebraic

method was presented in [61].

Remark 1.23. Item (i) of the proof of Theorem 1.3 shows that the condi-

tions (1.5) exhaustively define the point-symmetry pseudogroup 𝐺 of the

equation (1.1), which is the first example of such a kind in the literature.

In other words, the second part of the computation procedure of the alge-

braic method using the direct method is a trivial check that all the singled

out point transformations, which are either of the form (1.4) or compo-

sitions of transformations of the form (1.4) with the transformation J,

are indeed symmetries of the equation (1.1). In view of item (ii) of the

proof of Theorem 1.3, the same claim is relevant for the contact-symmetry

pseudogroup 𝐺c of (1.1) as well. At the same time, this is not the case

for the point-symmetry pseudogroup 𝐺L of the nonlinear Lax representa-

tion (1.14) of the equation (1.1) and even more so for the point-symmetry

pseudogroup 𝐺dN of the system (1.15), which is nonlocally related to the

equation (1.1).

Remark 1.24. It is obvious that J, Ii and Is are point symmetries of the

equation (1.1), and the identity component of the pseudogroup 𝐺, whose

infinitesimal counterpart is the algebra g, consists of the point transforma-

tions of the form (1.4) with 𝑇𝑡 > 0 and 𝐶 > 0. Therefore, all the transfor-

mations described in Theorem 1.3 are point symmetries of (1.1), and the

first prolongation of these transformations are contact symmetries of (1.1).
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At the same time, this is a simple part of the statement of Theorem 1.3

although it is still not too trivial as shown by the imprecise formulation of

its analog in [92]. In fact, the purpose of the proof of Theorem 1.3 is to

check that the equation (1.1) admits no other point and contact symmetry

transformations.

Remark 1.25. As noted at the end of Section 1.1, the nonzero improper

megaideal of g, which is the entire algebra g itself, can be neglected in the

course of applying the megaideal-based method to computing the point-

symmetry pseudogroup 𝐺 of the equation (1.1) since it is the sum of two

proper megaideals, g = m1 + m2. This is not the case for the megaide-

als m1 and m2. Nevertheless, if we use one of them, then the condition

Φ*m ⊆ m for the other implies no new constraints for the transformation

components, and the megaideal set {m2, . . . ,m6} assures a bit more effec-

tive and simpler computations than {m1,m3, . . . ,m6}. It is not yet clear

how to a priori identify megaideals whose involvement in the computation

is not too essential although they are not sums of other proper megaideals.

Remark 1.26. The span of each of the sets of linearly independent vector

fields that were selected for use in the course of applying the megaideal-

based version of the algebraic method in question in the present thesis and

in [85] is closed with respect to the Lie bracket, i.e., it is a subalgebra of

the corresponding invariance algebra. It is still not known whether this

property plays a certain role and whether its appearance is an occasional

phenomenon or appropriate vector fields can be always chosen in the way

to possess it.

Remark 1.27. The selected sets of linearly independent vector fields are

unexpectedly small but still allow us to effectively compute the corre-

sponding point- and contact-symmetry groups, especially when involving

megaideals. Nevertheless, we do not know whether the cardinalities of

these sets are minimum. In general, one has developed no techniques that

would help to a priori estimate sufficient numbers of such vector fields, not
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to mention finding the minimum among these numbers and the optimal

selection of vector fields for simplifying computations.

Remark 1.28. In the course of computing the point-symmetry pseu-

dogroup 𝐺 of the equation (1.1), it is optimal and sufficient to use the

conditions Φ*(s1 ∩m𝑗) ⊆ m𝑗, 𝑗 = 2, . . . , 6, which jointly implies the condi-

tion Φ*g ⊆ g. We have additionally checked that for each 𝑘 ∈ {2, . . . , 6},
the collection of the conditions Φ*(s1 ∩ m𝑗) ⊆ m𝑗, 𝑗 ∈ 𝑀𝑘, where

𝑀6 = {6}, 𝑀5 = {5}, 𝑀4 = {4, 5}, 𝑀3 = {3, 4, 5}, 𝑀2 = {2, 3, 4, 5}
and 𝑀1 = {2, 3, 4, 5, 6}, implies the condition Φ*m𝑘 ⊆ m𝑘. As noted in

Remark 1.25, using the subalgebra s2 leads to a bit more complicated com-

putations but allows us to replace the megaideal m2 with m1. Moreover, it

suffices to consider the conditions Φ*(s2 ∩ m𝑗) ⊆ m𝑗, 𝑗 = 1, 3, 4, 5, which

jointly implies the conditions Φ*g ⊆ g, and thus Φ*m𝑘 ⊆ m𝑘, 𝑘 ∈ {1, 2, 6},
as well.

Remark 1.29. In the course of proving Theorem 1.7, we have checked

which subalgebras of g among s1, s̄1 and s2 define diffeomorphisms stabiliz-

ing g. Simultaneously, we have in fact recomputed the group 𝐺 only using

the condition Φ*s2 ⊆ g, i.e., involving no proper megaideals of g. Although

the recomputation is based on a technique analogous to that in the proof

of Theorem 1.3, it is much more complicated. Moreover, in contrast to the

condition with s2, the analogous condition with s̄1 or, moreover, with s1

does not imply the complete system of determining equations for point sym-

metries of (1.1). The situation is even more dramatic in the case of contact

transformations. From the condition Ψ*(s4 ∩ m𝑗(1)) ⊆ m𝑗(1), 𝑗 = 4, 5, for

a contact transformation Ψ, where s4 = ⟨𝑍(1), 𝑍(𝑡), 𝑅𝑥(1), 𝑅𝑦(1)⟩ is the

common four-dimensional subalgebra of s1 and s2, it is easy to derive that

this transformation is the first prolongation of a point transformation in

the space with the coordinates (𝑡, 𝑥, 𝑦, 𝑢). This is the content of item (ii)

of the proof of Theorem 1.3. We do not know whether this property of Ψ

follows even from the condition Ψ*(s1∪ s2)(1) ⊆ g(1). This weakened condi-
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tion, which does not involve the knowledge of megaideals of g, implies a too

complicated system of equations for the components of Ψ, and techniques

applied in the present thesis are not appropriate for solving such a system.

This is the reason why in Theorem 1.8 we have used the subalgebra s3,

which is wider than the subalgebra s4. The presented facts demonstrate

the importance of using proper megaideals within the framework of the al-

gebraic method for finding point-symmetry groups of systems of differential

equations.

Remark 1.30. In contrast to continuous point symmetry transformations,

not all discrete point symmetry transformations of (1.1) are extended to

ones of its nonlinear Lax representation (1.14). At the same time, the

system (1.14) admits, in addition to the expectable point symmetries of

simple shifts in 𝑣, the discrete point symmetry transformation alternating

the sign of 𝑣.

Remark 1.31. Although the maximal Lie invariance algebra g of the equa-

tion (1.1) exhaustively defines the point-symmetry pseudogroup 𝐺 of this

equation, it does not define exhaustively the equation itself. Nevertheless,

to single out the equation (1.1) from the entire set of third-order partial

differential equations with three independent variables, it suffices to sup-

plement the g-invariance with a few nice conditions. As such conditions, we

have selected admitting the conservation-law characteristics 1, 𝑢𝑥𝑥 and 𝑢𝑦𝑦.

The enhanced description of the point- and contact-symmetry pseu-

dogroups of the dispersionless Nizhnik equation (1.1) is only the first step

in further enhancing the results of [92] on Lie reductions of this equation.

In Chapter 2, we also reclassify the one-dimensional subalgebras of the al-

gebra g and classify its two-dimensional subalgebras, exhaustively carry out

Lie reductions of the equation (1.1) and then accurately study its hidden

Lie symmetries. In addition, we would like to compute the entire algebra

of (local) generalized symmetries of (1.1) and the entire space of its local

conservation laws. The above results will create necessary prerequisites for
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the consideration of nonlocal symmetry-like objects that are related to the

equation (1.1).

A similar study can be carried out for both the symmetric and asym-

metric Nizhnik equations [94, 124], over the real and the complex fields

in the presence of dispersion for the Nizhnik equation in the Novikov–

Veselov form and its dispersionless counterpart, as well as for the station-

ary Nizhnik equation, which was considered in [49, 90] and in [119, Sec-

tions 9.7 and 9.8].
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Chapter 2

Lie reductions and exact solutions

of dispersionless Nizhnik equation

In this chapter, we exhaustively classify the Lie reductions of the real

dispersionless Nizhnik equation (1.1) to partial differential equations in two

independent variables and to ordinary differential equations.

One-dimensional subalgebras of ge (the representation of the contact in-

variance algebra of the equation (1.1) by vector fields in the evolution form)

that are appropriate for Lie reduction were classified in [92] with a minor

deficiency. Therein, the corresponding Lie reductions of (1.1) to partial

differential equations with two independent variables and further Lie re-

ductions of these equations were performed. Wide families of solutions that

are polynomial in (𝑥, 𝑦) were constructed as examples of non-invariant so-

lutions. Second-order cosymmetries of the equation (1.1) were found. Since

all of them are conservation-law characteristics of this equation, the asso-

ciated conserved currents were computed as well. At the same time, it was

not studied which Lie symmetries of reduced equations are induced by Lie

symmetries of the original equation (1.1), and thus a number of presented

two-step reductions are in fact needless. Among obtained Lie-invariant so-

lutions of (1.1), there are many equivalent to each other or those containing

typos, which makes them incorrect. Careful analysis of reduced ordinary

differential equations shows that more of their closed-form solutions can

be constructed, and one should take into account the degeneracy of some

of these equations.
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In this chapter, we correct, enhance and significantly extend results

from [92]. We scrupulously carry out each step of the optimized proce-

dure of comprehensive Lie reduction for the dispersionless Nizhnik equa-

tion (1.1), which results in finding wide families of new invariant solutions

of (1.1) in explicit form in terms of elementary, Lambert and hypergeo-

metric functions as well as in parametric or implicit form.

The first step of the Lie reduction procedure for the equation (1.1)

was in fact implemented in [39] and has been reproduced in Sections 1.1

and 1.2 of the present thesis (cf. [92]), where we in particular computed

the maximal Lie invariance algebras g and gL of (1.1) and its nonlinear

Lax representation (1.14) as well as their point-symmetry pseudogroups 𝐺

and 𝐺L, respectively, and performed a preliminary study of these algebras

and pseudogroups.

We compute for the first time point symmetry groups of reduced equa-

tions, including their discrete point symmetries, and check whether these

symmetries are hidden or induced. Since most of the reduced equations

to be considered are quite cumbersome, various versions of the algebraic

method by Hydon [60–62] are much more efficient in the course of the

above computation than the direct method. In addition, some of the re-

duced equations of the equation (1.1) are not of maximal rank, and the

study of Lie and general point symmetries of differential equations that

are not of maximal rank was also carried out for the first time in [127]

and reproduced in this chapter. We also make deeper analysis of reduced

equations than in most papers in the field of classical group analysis, con-

struct more solutions for more reduced equations and more systematically

study hidden symmetries of the original equation. For integrating some of

reduced ordinary differential equations for the equation (1.1), we involve

the associated Lie reductions of the nonlinear Lax representation (1.14).

In the course of performing the Lie reduction procedure for the equa-

tion (1.1), we observe several interesting phenomena. Thus, not all param-
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eters of a family of inequivalent subalgebras are necessarily inherited by

the corresponding reduced equations. The limit case for this phenomenon

is when all inequivalent subalgebras from a family even parameterized by

arbitrary functions correspond, under an appropriate choice of ansatzes,

to the same reduced equation. Another display of this phenomenon is the

possibility of mapping a class of reduced equations to its proper subclass,

which has a less number of parameters. Some equivalent (two-dimensional)

subalgebras of the algebra g with a nonzero (one-dimensional) intersection

induce inequivalent (one-dimensional) subalgebras of the maximal Lie in-

variance algebra of a reduced partial differential equation obtained by the

Lie reduction with respect to the intersection. The algebra g is embedded

in the algebra gL via extending the vector fields from g to the dependent

variable 𝑣 of the nonlinear Lax representation (1.14), and thus any Lie

reduction of the equation (1.1) has a counterpart among Lie reductions

of the system (1.14) but such a counterpart is in general not unique even

up to the 𝐺L-equivalence. In contrast to Lie symmetries, simple and ob-

vious discrete point symmetries of the equation (1.1) induce, even under

the optimal choice of ansatzes, complicated and nontrivial discrete point

symmetries of the corresponding reduced equations.

For readers’ convenience, we mark the constructed solutions of the dis-

persionless Nizhnik equation (1.1) by the bullet symbol ∙ .
The results of Chapter 2 were presented in the paper [127] and in the

abstracts of conference talks [4, 6, 7, 126].

2.1. Optimized procedure of Lie reduction

Despite many papers devoted to the construction of exact solutions of

systems of partial differential equations using the Lie reduction procedure,

the number of papers with correct, proper and systematic studies of Lie re-

ductions for particular important systems modeling real-world phenomena
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is not as large as it could be expected. Such studies involve cumbersome

computations and requires an accurate consideration of many inequivalent

cases. Hence a precondition of successfully performing the above procedure

is its optimization.

To be specific, we describe the optimized procedure of Lie reduction for

the case of three independent variables, which is relevant to this chapter.

Given a system ℒ of partial differential equations for unknown functions 𝑢

in three independent variables, this procedure consists of the following

steps; see also further comments after the procedure’s description.

1. Compute the maximal Lie invariance (pseudo)algebra g and the point

symmetry (pseudo)group 𝐺 of ℒ.

2. Construct complete lists of 𝐺-inequivalent one- and two-dimensional

subalgebras of g and select those among them that are appropriate

for using within the framework of Lie reduction.

3. Lie reductions of codimension one. For each of the selected one-

dimensional subalgebras of g, say s1, find an ansatz for the s1-invariant

solutions of ℒ such that the corresponding reduced system ℒ̂1 of par-

tial differential equations in two independent variables is of the sim-

plest or most convenient form. If the system ℒ̂1 can be completely

integrated or its general solution is expressed in terms of the general

solution of a system that has been well studied within the framework

of symmetry analysis, then the further consideration of the system ℒ̂1

and carrying out the Lie reductions of ℒ with respect to subalgebras

of g containing, up to 𝐺-equivalence, the subalgebra s1 are needless.

4. Otherwise, compute the normalizer Ng(s1) of s1 in g, the stabi-

lizer St𝐺(s1) of s1 in 𝐺, the maximal Lie invariance algebra ĝ1 and

the point symmetry group 𝐺̂1 of ℒ̂1 as well as the subalgebra g̃1 of ĝ1

and the subgroup 𝐺̃1 of 𝐺̂1 that are induced by elements of Ng(s1)

and St𝐺(s1), respectively. Perform the Lie reduction procedure for the

system ℒ̂1 only if ĝ1 ̸= g̃1 or at least 𝐺̂1 ̸= 𝐺̃1, see comments below.
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5. Lie reductions of codimension two. For each of the two-dimensional

subalgebras of g that have passed the selection in steps 2 and 3, say

s2, find an ansatz for the s2-invariant solutions of ℒ such that the

corresponding reduced system ℒ̂2 of ordinary differential equations is

of the simplest or most convenient form.

6. Compute the normalizer Ng(s2) of s2 in g, the stabilizer St𝐺(s2) of s2

in 𝐺, the maximal Lie invariance algebra ĝ2 and the point symmetry

group 𝐺̂2 of ℒ̂2 as well as the subalgebra g̃2 of ĝ2 and the subgroup 𝐺̃2

of 𝐺̂2 that are induced by elements of Ng(s2) and St𝐺(s2), respectively.

7. Construct, if possible, the general solution of ℒ̂2 or at least some

particular solutions of ℒ̂2. Use transformations from the group 𝐺̃2 for

gauging integration constants in the constructed solutions. Substitute

the arranged solutions into the ansatz for the s2-invariant solutions,

which gives 𝐺-inequivalent solutions of the original system ℒ.

8. Lie reductions of codimension three. Analyze whether there are Lie

reductions of ℒ with respect to three-dimensional subalgebras of g to

algebraic equations that lead to new exact solutions of ℒ in compari-

son with those constructed in the previous steps using Lie reductions

of codimensions one and two. If this is the case, then carry out all

such 𝐺-inequivalent Lie reductions.

In steps 1, 4 and 6, it is convenient to carry out the computation of the

corresponding point symmetry groups by a version of the algebraic method,

the automorphism-based version [60–63] (see also further examples, e.g., in

[70,123]) or one of the various modifications of the megaideal-based version

[27,46,47,85,100] in the case of finite or infinite dimension of the associated

maximal Lie invariance algebra, respectively. The direct method [27, 66]

may be advantageous for those systems that belong to classes of systems of

differential equations with known restrictions for point symmetries of their

elements, see [27,71,72]. Systems that are not of maximal rank, which are
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not too uncommon among reduced systems of differential equations,require

a specific study, which complicates the consideration, see Section 2.5.2.

Remark 2.1. As a simple illustrative example, consider the quadratic

porous medium (Boussinesq) equation 𝑢𝑡 = (𝑢𝑢𝑥)𝑥 for the groundwater

pressure 𝑢, which describes unsteady flows of groundwater with the pres-

ence of a free surface, and its first- and second-level potential equations

𝑣𝑡 = 𝑣𝑥𝑣𝑥𝑥 and 𝑤𝑡 = 1
2(𝑤𝑥𝑥)

2. Each of these equations admits the one-

parameter group of shifts with respect to 𝑡 with the generator 𝜕𝑡 as its Lie

symmetry group. The corresponding invariant solutions are just stationary

solutions, and the associated ansatzes 𝑢 = 𝜙(𝜔), 𝑣 = 𝜓(𝜔) and 𝑤 = 𝜁(𝜔)

with 𝜔 = 𝑥 respectively reduce these equations to the ordinary differential

equations 𝜙𝜙𝜔𝜔 = 0, 𝜓𝜔𝜓𝜔𝜔 = 0 and (𝜁𝜔𝜔)
2 = 0, which are not of maximal

rank. In particular, the last reduced equation (𝜁𝜔𝜔)
2 = 0 is not of maximal

rank on the entire set of its solutions.

A subalgebra s of g is appropriate for using within the framework of Lie

reduction if and only if satisfies the local transversality condition. In fixed

local coordinates, this condition is equivalent to the equality of the ranks

of the matrices that are respectively constituted by all the components of

basis vector fields of s and by solely those corresponding to the indepen-

dent variables. In step 2, one can classify merely one- and two-dimensional

appropriate subalgebras of g but, in general, this does not lead to a signif-

icant simplification in comparison with the complete classification and the

further selection of appropriate subalgebras. Usually, subalgebras of g are

classified up to their equivalence generated by the group Inn(g) of inner

automorphisms of g, which coincides with the 𝐺id-equivalence, where 𝐺id

is the identity component of 𝐺. At the same time, it is advantageous to use

the stronger𝐺-equivalence instead of the𝐺id-equivalence since it allows one

to reduce the list of subalgebras to be considered. Moreover, this makes

the Lie reduction procedure consistent with the natural 𝐺-equivalence on

the solution set of the system ℒ.
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Particular attention in steps 3 and 5 should be paid to the optimal choice

of ansatzes [53,54,105,118]. Given a subalgebra s of g, an s-invariant ansatz

is defined up to an arbitrary point transformation of invariant variables.

In other words, there is an infinite family of s-invariant ansatzes, and se-

lecting a proper representative in this family usually leads to an essential

simplification of the corresponding reduced system and its further study.

The simplicity of the form of reduced systems and its certain similarity to

the form of the original system ℒ do not exhaust possible criteria in the

course of selecting ansatzes. Another criterion is to unify the form of re-

duced systems for a subset of listed families of 𝐺-inequivalent subalgebras

of g for embedding them into a nice superclass of differential equations

and unifying their study. After reducing the system ℒ using a prelimi-

nary ansatz, one can improve the form of the obtained reduced system by

a point transformation of invariant variables and then optimize the ansatz

by means of combining it with this transformation. At the same time, such

transformations may significantly complicate the form of ansatzes. To pre-

serve the balance between the simplicity of ansatzes and the simplicity of

the corresponding reduced systems, sometimes it is necessary to transform

ansatzes only partially.

Elements of optimal lists of subalgebras of g can in general be not only

single subalgebras but also families of subalgebras parameterized by arbi-

trary constants or, if the algebra g is infinite-dimensional, even by arbitrary

functions. Lie reductions of the system ℒ with respect to subalgebras from

such a family result in a class 𝒞 of reduced systems with subalgebra param-

eters as its arbitrary elements rather than in a collection of single reduced

systems. Thus, the study of Lie symmetries for systems from the class 𝒞
should be realized as the solution to the group classification problem for

this class.

We would like to emphasize that further Lie reductions of a reduced

system of partial differential equations with two independent variables
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in step 3 should be carried out only if this system admits point sym-

metries that are not induced by point symmetries2.1 of the original sys-

tem ℒ and thus called hidden point symmetriesof ℒ associated with the

codimension-one reduction under consideration. See the description of the

optimized procedure of step-by-step reductions with involving hidden sym-

metries in [71, Section B].

Remark 2.2. In this context, the term hidden symmetries was first used

in [130]. Other terms for this notion in the literature are additional [96, Ex-

ample 3.5], non-induced [53,54] or Type-II hidden [14,15] symmetries. The

first example of such symmetries was given in [64] but become known after

its discussion in [96, Example 3.5]. A systematic study of them is rather

seldom and has been carried out only for a few famous systems of dif-

ferential equations, in particular, for the Navier–Stokes equations describ-

ing flows of an incompressible viscous fluid [53,54], the (1+1)-dimensional

generalized Burgers equations 𝑢𝑡 + 𝑢𝑢𝑥 + 𝑓(𝑡, 𝑥)𝑢𝑥𝑥 = 0 [105], the two-

dimensional degenerate Burgers equation 𝑢𝑡 + 𝑢𝑢𝑥 − 𝑢𝑦𝑦 = 0 [123], the

Boiti–Leon–Pempinelli system [85], the (1+2)-dimensional ultraparabolic

Fokker–Planck equation 𝑢𝑡 + 𝑥𝑢𝑦 = 𝑢𝑥𝑥 [123] as well as the dispersion-

less Nizhnik equation in the present thesis. Interesting particular exam-

ples of hidden symmetries of several hydrodynamic models were presented

in [21, Chapter 1].

The study of Lie and general point symmetries of the derived reduced

systems, identifying hidden symmetries of ℒ among them and using such

hidden symmetries for further Lie reduction of the corresponding reduced

systems is a necessary part of the comprehensive Lie reduction procedure.

It is useless and counterproductive to consider the other step-by-step Lie

reductions, whose second steps are based on induced symmetries of reduced

systems. There are at least two sources of inconveniences in the course

2.1The induction of Lie symmetries of a reduced system by Lie symmetries of the original system was

first discussed in [103, Section 20.4].
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of such reductions, which implicitly lead to the consideration of multiple

essentially equivalent reductions.

To make the first source evident, consider a particular case, where the

system ℒ admits two commuting Lie-symmetry vector fields 𝑄1 and 𝑄2

such that the subalgebras s𝜇1 := ⟨𝑄1 + 𝜇𝑄2⟩ of g parameterized by an

arbitrary constant 𝜇 are pairwise 𝐺-inequivalent and each of them satisfies

the local transversality condition and is thus appropriate for Lie reduction

of ℒ. It is obvious that for any 𝜇, the vector field 𝑄2 belongs to the

normalizer of s𝜇1 in g. Therefore, it induces a Lie-symmetry vector field 𝑄̂2,𝜇

of the reduced system ℒ𝜇
1 for s𝜇1 -invariant solutions of ℒ. Suppose that

the algebra ⟨𝑄̂2,𝜇⟩ also satisfies the local transversality condition. Thus,

we have the infinite family of two-step reductions, where for each 𝜇, the

system ℒ is first reduced to the system ℒ𝜇
1 using the algebra s𝜇1 and then

the system ℒ𝜇
1 is further reduced using the algebra ⟨𝑄̂2,𝜇⟩. Moreover, the

first steps of these reductions are definitely not equivalent to each other.

Nevertheless, each of these two-step reductions is equivalent to the same

one-step Lie reduction of the system ℒ with respect to the two-dimensional

subalgebra ⟨𝑄1, 𝑄2⟩ of g. For invariance algebras of more complicated

structure, equivalences between multi-step reductions are in general not so

obvious, and establishing them requires an additional analysis.

The second source is that 𝐺̂1-inequivalent (one-dimensional) subalge-

bras of the maximal Lie invariance algebra a1 of a reduced system ℒ̂1 of par-

tial differential equations may correspond to equivalent (two-dimensional)

subalgebras of g; recall that by 𝐺̂1 we denote the point symmetry group

of ℒ̂1, see this and other related notations in the above description of

the optimized procedure of Lie reduction. More specifically, suppose that

the system ℒ̂1 is obtained by the Lie reduction of the original system ℒ
with respect to a one-dimensional subalgebra s1 = ⟨𝑄0⟩ of g, and vector

fields 𝑄1 and 𝑄2 belong to the normalizer Ng(s1) of s1 in g, thus inducing el-

ements 𝑄̂1 and 𝑄̂2 of a1. In addition, suppose that the subalgebras ⟨𝑄0, 𝑄1⟩
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and ⟨𝑄0, 𝑄2⟩ are 𝐺-equivalent and the equivalence is established only by a

transformation Φ ∈ 𝐺 that does not belong to the stabilizer St𝐺(s1) of s1

in 𝐺. Then the transformation Φ does not induce a point symmetry of ℒ̂1,

and thus the subalgebras ⟨𝑄̂1⟩ and ⟨𝑄̂2⟩ of a1 are in general 𝐺̂1-inequivalent.

In terms of reductions and solutions, this means that the inequivalent two-

step Lie reductions with the first step using the subalgebra s1 of g and

the second step using the subalgebras ⟨𝑄̂1⟩ and ⟨𝑄̂2⟩ of a1 result in the

𝐺-equivalent families of the ⟨𝑄0, 𝑄1⟩- and the ⟨𝑄0, 𝑄2⟩-invariant solutions,
respectively. See Remark 2.8 for a nontrivial example of the described

situation, which arises in the course of studying Lie reductions of the dis-

persionless Nizhnik equation (1.1).

This is why the best strategy is to completely avoid multi-step reductions

not involving hidden symmetries.

We do not include the classification of three-dimensional subalgebras

of g in step 2 since in general, it is a much more complicated problem than

those for dimensions one and two and it is not required for the Lie re-

duction procedure in its entity. Only a small number of three-dimensional

subalgebras satisfy the selection criterion from step 8, if they exist at all.

This is why it is better to merely classify the selected subalgebras directly

in step 8. For example, the maximal Lie invariance algebra of the disper-

sionless Nizhnik equation (1.1) contains no three-dimensional subalgebras

that are appropriate to step 8. In a similar way, we may also consider two-

dimensional subalgebras of g but the reached simplification is not essential

in comparison with their complete classification.

The system ℒ can possess families of trivial or obvious solutions that

can be easily guessed without applying Lie reduction or other methods.

Moreover, these families can contain solutions that are invariant with re-

spect to subalgebras of g whose dimensions are greater than or equal to

the number of independent variables, and thus such solutions can repeat-

edly arise in the course of performing the Lie reduction procedure for the
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system ℒ. It is beneficial to find these families of solutions before step 3

and exclude their elements under the further listing of solutions. Similar

solution families can be constructed in step 3 and should be treated anal-

ogously. Section 2.3, the solution family (2.4) and the treatment of trivial

solutions in Section 2.5 illustrate the above remark.

In addition to classical integration methods, a number of other tech-

niques can be applied to finding exact solutions of a reduced systemℛ of or-

dinary differential equations. An obvious approach is to use Lie symmetries

of the systemℛ for at least lowering its order, see Section 2.5.2. One can try

to construct first integrals of ℛ by means of the direct method [18,19] sup-

posing a certain ansatz for the associated integrating multipliers, see [85,

Section 6] for the application of this technique to reduced systems of or-

dinary differential equations for the Boiti–Leon–Pempinelli system. One

can also look for objects that are related to the original system ℒ within

the framework of symmetry analysis of differential equations and induce

analogous objects for the system ℛ. These objects include not only Lie

and general point symmetries, first integrals and integrating multipliers but

also Lagrangian and Hamiltonian structures and (linear and nonlinear) Lax

representations. Induced objects can then be involved in obtaining exact

solutions of ℛ. See, e.g., Section 2.5.2 for using induced nonlinear Lax

representations.

2.2. Classification of one-

and two-dimensional subalgebras

To carry out Lie reductions of codimension one and two for the equa-

tion (1.1) in the optimal way, we should classify one- and two-dimensional

subalgebras of the algebra g up to 𝐺*-equivalence. Instead of the clas-

sical approach for finding inner automorphisms [96, Section 3.3], we act

on g by 𝐺 via pushing forward of vector fields by elements of 𝐺. Recall
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that this way is more convenient for computing in the infinite-dimensional

case [25,45]. Moreover, it also allows us to properly use the entire complete

point-symmetry group 𝐺 and not be limited to its connected component

of the identity transformation. Thus the non-identity adjoint actions of

elementary transformations from 𝐺 on vector fields spanning g are merely

D𝑡
*(𝑇 )𝐷

𝑡(𝜏) = 𝐷𝑡
(︀
𝑇−1
𝑡 𝜏(𝑇 )

)︀
,

D𝑡
*(𝑇 )𝑃

𝑥(𝜒) = 𝑃 𝑥
(︀
𝑇

−1/3
𝑡 𝜒(𝑇 )

)︀
, D𝑡

*(𝑇 )𝑃
𝑦(𝜌) = 𝑃 𝑦

(︀
𝑇

−1/3
𝑡 𝜌(𝑇 )

)︀
,

D𝑡
*(𝑇 )𝑅

𝑥(𝛼) = 𝑅𝑥
(︀
𝑇

1/3
𝑡 𝛼(𝑇 )

)︀
, D𝑡

*(𝑇 )𝑅
𝑦(𝛽) = 𝑅𝑦

(︀
𝑇

1/3
𝑡 𝛽(𝑇 )

)︀
,

D𝑡
*(𝑇 )𝑍(𝜎) = 𝑍

(︀
𝜎(𝑇 )

)︀
,

Ds
*(𝐶)𝑃

𝑥(𝜒) = 𝑃 𝑥(𝐶𝜒), Ds
*(𝐶)𝑃

𝑦(𝜌) = 𝑃 𝑦(𝐶𝜌),

Ds
*(𝐶)𝑅

𝑥(𝛼) = 𝑅𝑥(𝐶2𝛼), Ds
*(𝐶)𝑅

𝑦(𝛽) = 𝑅𝑦(𝐶2𝛽),

Ds
*(𝐶)𝑍(𝜎) = 𝑍(𝐶3𝜎),

P𝑥
*(𝑋

0)𝐷𝑡(𝜏) = 𝐷𝑡(𝜏) + 𝑃 𝑥
(︀
𝜏𝑋0

𝑡 − 1
3𝜏𝑡𝑋

0
)︀

+ 1
2𝑅

𝑥
(︀
𝑋0(𝜏𝑋0

𝑡 )𝑡 − 1
3𝜏𝑡𝑡(𝑋

0)2 − 𝜏(𝑋0
𝑡 )

2
)︀

− 1
6𝑍
(︀
(𝑋0)2(𝜏𝑋0

𝑡 )𝑡 − 1
3𝜏𝑡𝑡(𝑋

0)3 − 𝜏𝑋0(𝑋0
𝑡 )

2
)︀
,

P𝑦
*(𝑌

0)𝐷𝑡(𝜏) = 𝐷𝑡(𝜏) + 𝑃 𝑦(𝜏𝑌 0
𝑡 − 1

3𝜏𝑡𝑌
0)

+ 1
2𝑅

𝑦
(︀
𝑌 0(𝜏𝑌 0

𝑡 )𝑡 − 1
3𝜏𝑡𝑡(𝑌

0)2 − 𝜏(𝑌 0
𝑡 )

2
)︀

− 1
6𝑍
(︀
(𝑌 0)2(𝜏𝑌 0

𝑡 )𝑡 − 1
3𝜏𝑡𝑡(𝑌

0)3 − 𝜏𝑌 0(𝑌 0
𝑡 )

2
)︀
,

R𝑥
*(𝑊

1)𝐷𝑡(𝜏) = 𝐷𝑡(𝜏) +𝑅𝑥(𝜏𝑊 1
𝑡 + 1

3𝜏𝑡𝑊
1),

R𝑦
*(𝑊

2)𝐷𝑡(𝜏) = 𝐷𝑡(𝜏) +𝑅𝑦(𝜏𝑊 2
𝑡 + 1

3𝜏𝑡𝑊
2),

Z*(𝑊
0)𝐷𝑡(𝜏) = 𝐷𝑡(𝜏) + 𝑍(𝜏𝑊 0

𝑡 ),

P𝑥
*(𝑋

0)𝐷s = 𝐷s − 𝑃 𝑥(𝑋0), R𝑥
*(𝑊

1)𝐷s = 𝐷s − 2𝑅𝑥(𝑊 1),

P𝑦
*(𝑌

0)𝐷s = 𝐷s − 𝑃 𝑦(𝑌 0), R𝑦
*(𝑊

2)𝐷s = 𝐷s − 2𝑅𝑦(𝑊 2),

Z*(𝑊
0)𝐷s = 𝐷s − 3𝑍(𝑊 0),
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P𝑥
*(𝑋

0)𝑃 𝑥(𝜒) = 𝑃 𝑥(𝜒) +𝑅𝑥
(︀
𝜒𝑡𝑋

0 − 𝜒𝑋0
𝑡

)︀
− 1

2𝑍
(︀
𝜒𝑡(𝑋

0)2 − 𝜒𝑋0𝑋0
𝑡

)︀
,

P𝑥
*(𝑋

0)𝑅𝑥(𝛼) = 𝑅𝑥(𝛼)− 𝑍(𝛼𝑋0),

R𝑥
*(𝑊

1)𝑃 𝑥(𝜒) = 𝑃 𝑥(𝜒) + 𝑍(𝜒𝑊 1),

P𝑦
*(𝑌

0)𝑃 𝑦(𝜌) = 𝑃 𝑦(𝜌) +𝑅𝑦(𝜌𝑡𝑌
0 − 𝜌𝑌 0

𝑡 )− 1
2𝑍(𝜌𝑡(𝑌

0)2 − 𝜌𝑌 0
𝑡 𝑌

0),

P𝑦
*(𝑌

0)𝑅𝑦(𝛽) = 𝑅𝑦(𝛽)− 𝑍(𝛽𝑌 0),

R𝑦
*(𝑊

2)𝑃 𝑦(𝜌) = 𝑃 𝑦(𝜌) + 𝑍(𝜌𝑊 2),

J*𝑃
𝑥(𝜒) = 𝑃 𝑦(𝜒), J*𝑃

𝑦(𝜌) = 𝑃 𝑥(𝜌),

J*𝑅
𝑥(𝛼) = 𝑅𝑦(𝛼), J*𝑅

𝑦(𝛽) = 𝑅𝑥(𝛽),

where 𝑇 is the inverse of the function 𝑇 . At the same time, a part of

adjoint actions can be computed via mimicking the classical approach if

the corresponding Lie series has a finite number of nonzero terms.

Lemma 2.3. A complete list of 𝐺-inequivalent one-dimensional subalge-

bras of the algebra g is exhausted by the following subalgebra families:

s𝛿1.1 =
⟨︀
𝐷𝑡(1) + 𝛿𝐷s

⟩︀
, s1.2 =

⟨︀
𝐷s
⟩︀
,

s𝜌1.3 =
⟨︀
𝑃 𝑥(1) + 𝑃 𝑦(𝜌)

⟩︀
, s𝛽1.4 =

⟨︀
𝑃 𝑥(1) +𝑅𝑦(𝛽)

⟩︀
,

s𝛽1.5 =
⟨︀
𝑅𝑥(1) +𝑅𝑦(𝛽)

⟩︀
, s1.6 =

⟨︀
𝑍(𝑡)

⟩︀
, s1.7 =

⟨︀
𝑍(1)

⟩︀
,

where 𝛿 ∈ {0, 1} (mod 𝐺), and 𝜌 and 𝛽 run through the set of smooth

functions of 𝑡 with 𝜌 ̸= 0.

Proof. Let s1 = ⟨𝑄⟩ be a one-dimensional subalgebra of g spanned by

a nonvanishing vector field 𝑄 = 𝐷𝑡(𝜏) + 𝜆𝐷s + 𝑃 𝑥(𝜒) + 𝑃 𝑦(𝜌) + 𝑅𝑥(𝛼) +

𝑅𝑦(𝛽) +𝑍(𝜎) from g. Here 𝜏 , 𝜒, 𝜌, 𝛼, 𝛽 and 𝜎 are arbitrary smooth func-

tions of 𝑡 and 𝜆 is an arbitrary constant that do not simultaneously vanish.

If the function 𝜏 is nonzero, then we use D𝑡
*(𝑇 ) with 𝑇𝑡 = 1/𝜏 to

set 𝜏 = 1 and, preserving the notation of the parameter functions, succes-

sively act on the (currently modified) vector field𝑄 by P𝑥
*(𝑋

0)∘P𝑦
*(𝑌

0) with

𝑋0
𝑡 −𝜆𝑋0 = −𝜒 and 𝑌 0

𝑡 −𝜆𝑌 0 = −𝜌 to set 𝜒 = 𝜌 = 0, by R𝑥
*(𝑊

1)∘R𝑦
*(𝑊

2)
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with 𝑊 1
𝑡 − 2𝜆𝑊 1 = −𝛼 and 𝑊 2

𝑡 − 2𝜆𝑊 2 = −𝛽 to set 𝛼 = 𝛽 = 0

and by Z*(𝑊
0) with 𝑊 0

𝑡 − 3𝜆𝑊 0 = −𝜎 to set 𝜎 = 0. Thus, we obtain

𝑄 = 𝐷𝑡(1)+𝜆𝐷s. If 𝜆 ̸= 0, we can set 𝜆 = 1 by simultaneously scaling 𝑡 and

the entire 𝑄 and, if necessary, alternating their signs. In other words, the

subalgebra s1 with 𝜏 ̸= 0 is 𝐺-equivalent to a one in the family {s01.1, s11.1}.
Suppose that 𝜏 = 0 and 𝜆 ̸= 0. Changing the basis element 𝑄, we first

set 𝜆 = 1. Then, preserving the notation of the parameter functions and

successively act on the (currently modified) vector field 𝑄 by P𝑥
*(𝜒)∘P

𝑦
*(𝜌)

to set 𝜒 = 𝜌 = 0, by R𝑥
*(

1
2𝛼) ∘ R

𝑦
*(

1
2𝛽) to set 𝛼 = 𝛽 = 0 and by Z*(

1
3𝜎) to

set 𝜎 = 0, which leads to the subalgebra s1.2.

Let 𝜏 = 0, 𝜆 = 0 and 𝜒𝜌 ̸= 0. Analogously to the above cases, a chain

of simplifying successive actions is D𝑡
*(𝑇 ) with 𝑇𝑡 = 𝜒−3, P𝑥

*(𝑋
0) ∘ P𝑦

*(𝑌
0)

with 𝑋0
𝑡 = 𝛼 and 𝜌𝑌 0

𝑡 − 𝜌𝑡𝑌
0 = 𝛽 and by R𝑥

*(𝑊
1) with 𝑊 1 = −𝜎, which

gives 𝜒 = 1, 𝛼 = 𝛽 = 0 and 𝜎 = 0. Thus, we have the subalgebra s𝜌1.3.

Let 𝜏 = 0 and 𝜆 = 0 and exactly one of the parameter functions 𝜒 and 𝜌

is nonzero. Up to the permutation of 𝑥 and 𝑦, we can assume without loss

of generality that 𝜒 ̸= 0 and 𝜌 = 0. Similarly to the previous case, we set

𝜒 = 1, 𝛼 = 0 and 𝜎 = 0, and obtain the subalgebra s𝛽1.4.

Further we assume 𝜏 = 0, 𝜆 = 0 and 𝜒 = 𝜌 = 0.

If (𝛼, 𝛽) ̸= (0, 0), then due to the possibility of permuting 𝑥 and 𝑦, we

can assume, without loss of generality, 𝛼 ̸= 0 and set 𝛼 = 1 and 𝜎 = 0

modulo the 𝐺-equivalence, which gives the subalgebra s𝛽1.5.

Otherwise, 𝛼 = 𝛽 = 0 and 𝜎 ̸= 0. The consideration splits into two

cases 𝜎𝑡 ̸= 0 and 𝜎𝑡 = 0, where the subalgebra s1 is 𝐺-equivalent to s1.6

and s1.7, respectively.

Lemma 2.4. A complete list of 𝐺-inequivalent two-dimensional subalge-

bras of the algebra g is exhausted by the non-abelian algebras

s𝜆2.1 =
⟨︀
𝐷𝑡(1), 𝐷𝑡(𝑡) + 𝜆𝐷s

⟩︀
,

s𝜈2.2 =
⟨︀
𝐷𝑡(1), 𝐷𝑡(𝑡)− 1

3𝐷
s + 𝑃 𝑥(1) + 𝑃 𝑦(𝜈)

⟩︀
,
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s𝜈2.3 =
⟨︀
𝐷𝑡(1), 𝐷𝑡(𝑡) + 1

6𝐷
s +𝑅𝑥(1) +𝑅𝑦(𝜈)

⟩︀
,

s2.4 =
⟨︀
𝐷𝑡(1), 𝐷𝑡(𝑡) + 𝑍(1)

⟩︀
,

s𝜆𝜇2.5 =
⟨︀
𝐷𝑡(1) + 𝜆𝐷s, 𝑃 𝑥(e(𝜆−1)𝑡) + 𝜇𝑃 𝑦(e(𝜆−1)𝑡)

⟩︀
,

s𝜆𝛿2.6 =
⟨︀
𝐷𝑡(1) + 𝜆𝐷s, 𝑃 𝑥(e(𝜆−1)𝑡) + 𝛿𝑅𝑦(e(2𝜆−1)𝑡)

⟩︀
,

s𝜆𝜈2.7 =
⟨︀
𝐷𝑡(1) + 𝜆𝐷s, 𝑅𝑥(e(2𝜆−1)𝑡) + 𝜈𝑅𝑦(e(2𝜆−1)𝑡)

⟩︀
,

s𝜆2.8 =
⟨︀
𝐷𝑡(1) + 𝜆𝐷s, 𝑍(e(3𝜆−1)𝑡)

⟩︀
,

s𝜌2.9 =
⟨︀
𝐷s, 𝑃 𝑥(1) + 𝑃 𝑦(𝜌)

⟩︀
,

s𝛽2.10 =
⟨︀
𝐷s, 𝑅𝑥(1) +𝑅𝑦(𝛽)

⟩︀
,

s2.11 =
⟨︀
𝐷s, 𝑍(𝑡)

⟩︀
, s2.12 =

⟨︀
𝐷s, 𝑍(1)

⟩︀
,

and the abelian algebras

s2.13 =
⟨︀
𝐷𝑡(1), 𝐷s

⟩︀
,

s𝛿𝜈𝛿
′

2.14 =
⟨︀
𝐷𝑡(1) + 𝛿𝐷s, 𝑃 𝑥(e𝛿𝑡) + 𝜈𝑃 𝑦(e𝛿𝑡) + 𝛿′𝑅𝑦(e2𝛿𝑡)

⟩︀
,

s𝛿𝜈2.15 =
⟨︀
𝐷𝑡(1) + 𝛿𝐷s, 𝑅𝑥(e2𝛿𝑡) + 𝜈𝑅𝑦(e2𝛿𝑡)

⟩︀
,

s𝛿2.16 =
⟨︀
𝐷𝑡(1) + 𝛿𝐷s, 𝑍(e3𝛿𝑡)

⟩︀
,

s𝜌𝛼𝛽2.17 =
⟨︀
𝑃 𝑥(1) +𝑅𝑦(𝛽), 𝑃 𝑦(𝜌) +𝑅𝑥(𝜌𝛽)

⟩︀
,

s𝜌𝛽𝜎2.18 =
⟨︀
𝑃 𝑥(1) + 𝑃 𝑦(𝜌), −𝑅𝑥(𝜌𝛽) +𝑅𝑦(𝛽) + 𝑍(𝜎)

⟩︀
(𝛽,𝜎) ̸=(0,0)

,

s𝛽
1𝛽2

2.19 =
⟨︀
𝑃 𝑥(1) +𝑅𝑦(𝛽1), 𝑅𝑦(𝛽2)

⟩︀
𝛽2 ̸=0

,

s𝛽𝜎2.20 =
⟨︀
𝑃 𝑥(1) +𝑅𝑦(𝛽), 𝑍(𝜎)

⟩︀
𝜎 ̸=0

,

s𝛼𝛽
1𝛽2

2.21 =
⟨︀
𝑅𝑥(1) +𝑅𝑦(𝛽1), 𝑅𝑥(𝛼) +𝑅𝑦(𝛽2)

⟩︀
𝛽2 ̸=𝛼𝛽1,

s𝛼𝛽𝜎2.22 =
⟨︀
𝑅𝑥(1) +𝑅𝑦(𝛽), 𝑅𝑥(𝛼) +𝑅𝑦(𝛼𝛽) + 𝑍(𝜎)

⟩︀
𝛼𝑡 ̸=0

,

s𝛽𝜎2.23 =
⟨︀
𝑅𝑥(1) +𝑅𝑦(𝛽), 𝑍(𝜎)

⟩︀
𝜎 ̸=0

, s𝜎2.24 =
⟨︀
𝑍(𝑡), 𝑍(𝜎)

⟩︀
𝜎𝑡𝑡 ̸=0

,

s𝜎2.25 =
⟨︀
𝑍(1), 𝑍(𝜎)

⟩︀
𝜎𝑡 ̸=0

,

where 𝜌, 𝜌, 𝛼, 𝛽, 𝛽1, 𝛽2 and 𝜎 run through the set of smooth functions of 𝑡

with 𝜌 ̸= 0, 𝜆 ∈ R, 𝜇 ∈ [−1, 1]∖{0} and 𝜈 ∈ [−1, 1] (mod 𝐺), 𝛿, 𝛿′ ∈ {0, 1}
(mod 𝐺), and the conditions indicated after the corresponding subalgebras

should be satisfied as well.
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Proof. Consider a two-dimensional subalgebra s2 = ⟨𝑄1, 𝑄2⟩ of g spanned

by two (linearly independent) vector fields

𝑄𝑖 = 𝐷𝑡(𝜏 𝑖) + 𝜆𝑖𝐷s + 𝑃 𝑥(𝜒𝑖) + 𝑃 𝑦(𝜌𝑖) +𝑅𝑥(𝛼𝑖) +𝑅𝑦(𝛽𝑖) + 𝑍(𝜎𝑖),

from g with arbitrary smooth functions 𝜏 𝑖, 𝜒𝑖, 𝜌𝑖, 𝛼𝑖, 𝛽𝑖 and 𝜎𝑖 of 𝑡 and arbi-

trary constants 𝜆𝑖 such that the tuples (𝜏 𝑖, 𝜆𝑖, 𝜒𝑖, 𝜌𝑖, 𝛼𝑖, 𝛽𝑖, 𝜎𝑖), 𝑖 = 1, 2, are

linearly independent. Moreover, since [𝑄1, 𝑄2] ∈ ⟨𝑄1, 𝑄2⟩, up to changing

the basis (𝑄1, 𝑄2), we can assume that either [𝑄1, 𝑄2] = 𝑄1 or [𝑄1, 𝑄2] = 0

if the subalgebra s2 is non-abelian or abelian, respectively. Consider these

cases separately. For each of the obtained families of subalgebras, we do

not indicate a final tuning of its basis elements, which involves permuting

or scaling these elements or omitting superfluous indices.

I. The commutation relation [𝑄1, 𝑄2] = 𝑄1 implies 𝜆1 = 0.

First suppose that the functions 𝜏 1 and 𝜏 2 are linearly indepen-

dent. Then the projections 𝜏 𝑖𝜕𝑡 of 𝑄𝑖, 𝑖 = 1, 2 on the 𝑡-line span

a two-dimensional Lie algebra of vector fields on the real line with

[𝜏 1𝜕𝑡, 𝜏
2𝜕𝑡] = 𝜏 1𝜕𝑡. In view of the classical Lie theorem, there exists a point

transformation 𝑡 = 𝑇 (𝑡) of 𝑡 that pushes forward the vector fields 𝜏 1𝜕𝑡 and

𝜏 2𝜕𝑡 to 𝜕𝑡 and 𝑡𝜕𝑡. This means that the action by D𝑡
*(𝑇 ) allows us to set

𝜏 1 = 1 and 𝜏 2 = 𝑡. Following the first case of the proof of Lemma 2.3, we

can further set 𝜒1, 𝜌1, 𝛼1, 𝛽1 and 𝜎1 to 0. Re-denote (𝜆2, 𝜒2, 𝜌2, 𝛼2, 𝛽2, 𝜎2) as

(𝜆, 𝜒, 𝜌, 𝛼, 𝛽, 𝜎). Under the derived constraints, the commutation relation

[𝑄1, 𝑄2] = 𝑄1 is equivalent to the equations 𝜒𝑡 = 𝜌𝑡 = 𝛼𝑡 = 𝛽𝑡 = 𝜎𝑡 = 0,

i.e., all these subalgebra parameters are constants. The pushforward by a

transformation Φ from 𝐺 does not change the vector field 𝑄1 = 𝐷𝑡(1) up

to its scaling if and only if 𝑇 = 𝑎𝑡+ 𝑏 for some constants 𝑎 and 𝑏 and the

parameter functions 𝑋0, 𝑌 0, 𝑊 0, 𝑊 1 and 𝑊 2 are constants, whereas the

constant 𝐶 is not additionally constrained,

Φ: 𝑡 = 𝑎𝑡+ 𝑏, 𝑥̃ = 𝐶𝑥+𝑋0, 𝑦 = 𝐶𝑦 + 𝑌 0,

𝑢̃ = 𝐶3𝑢+𝑊 1𝑥+𝑊 2𝑦 +𝑊 0,
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that is,

Φ = D𝑡
*(𝑎𝑡+𝑏)∘P𝑥

*(𝑋
0)∘P𝑦

*(𝑌
0)∘R𝑥

*(𝑊
1/𝐶)∘R𝑦

*(𝑊
2/𝐶)∘Z*(𝑊

0)∘Ds
*(𝐶).

Pushing forward s2 by such Φ with 𝑎 = 𝐶 = 1 in addition, we have

Φ*𝑄
1 = 𝑄1 and

Φ*𝑄
2 = 𝑄2 − 𝑏𝑄1 −

(︂
𝜆+

1

3

)︂(︀
𝑃 𝑥(𝑋0) + 𝑃 𝑦(𝑌 0)

)︀
−
(︂
2𝜆− 1

3

)︂(︀
𝑅𝑥(𝑊 1) +𝑅𝑦(𝑊 2)

)︀
− 𝑍

(︀
𝛼𝑋0 + 𝛽𝑌 0 − 𝜒𝑊 1 − 𝜌𝑊 2

−
(︂
2𝜆− 1

3

)︂
(𝑊 1𝑋0 +𝑊 2𝑌 0) + 3𝜆𝑊 0

)︀
.

This implies that for general values of 𝜆, we can set 𝜒 = 𝜌 = 𝛼 = 𝛽 = 𝜎 = 0,

obtaining the subalgebra family {s𝜆2.1}. Subalgebras of the considered kind

that are not 𝐺-equivalent to elements of the family {s𝜆2.1} correspond to

the special values −1
3 ,

1
6 and 0 of 𝜆, where in addition (𝜒, 𝜌) ̸= (0, 0),

(𝛼, 𝛽) ̸= (0, 0) and 𝜎 ̸= 0, respectively. In each of these cases, the other

parameters in the tuple (𝜒, 𝜌, 𝛼, 𝛽, 𝜎) can be set to zero by Φ* as above.

Using the permutation of 𝑥 and 𝑦, we replace the inequality (𝜒, 𝜌) ̸= (0, 0)

by 𝜒 ̸= 0 and |𝜌| ⩽ |𝜒| and the inequality (𝛼, 𝛽) ̸= (0, 0) by 𝛼 ̸= 0 and

|𝛽| ⩽ |𝛼|. Acting by D𝑡
*(𝑎𝑡) or Ds

*(𝐶), we scale the nonzero parameter

among 𝜒, 𝛼 or 𝜎 to 1, which leads to the subalgebras s𝜌2.2 with |𝜌| ⩽ 1, s𝛽2.3
with |𝛽| ⩽ 1 or s2.4, respectively.

Now, let the functions 𝜏 1 and 𝜏 2 are linearly dependent but not simulta-

neously zero. The commutation relation [𝑄1, 𝑄2] = 𝑄1 implies that 𝜏 1 = 0

and 𝜏 2 ̸= 0 in this case. Following the first case of the proof of Lemma 2.3,

we can set 𝑄2 = 𝐷𝑡(1) + 𝜆𝐷s, where we re-denote 𝜆2 by 𝜆. Recalling

again the commutation relation [𝑄1, 𝑄2] = 𝑄1, we obtain 𝜒1 = 𝜈1e
(𝜆−1)𝑡,

𝜌1 = 𝜈2e
(𝜆−1)𝑡, 𝛼1 = 𝜈3e

(2𝜆−1)𝑡, 𝛽1 = 𝜈4e
(2𝜆−1)𝑡 and 𝜎1 = 𝜈5e

(3𝜆−1)𝑡 with

constants 𝜈1, . . . , 𝜈5. For further simplification, we can apply only the

pushforwards that do not change the form of the basis element 𝑄2 up to its
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linearly combining with𝑄1. The pushforward by an element Φ of𝐺 has this

property if and only if the transformation Φ or J∘Φ is of the form (1.4) with

𝑇 = 𝑡+ 𝑏, 𝑋0 = 𝜅1e
𝜆𝑡 − 𝜅0𝐶𝜈1e

(𝜆−1)𝑡, 𝑌 0 = 𝜅2e
𝜆𝑡 − 𝜅0𝐶𝜈2e

(𝜆−1)𝑡,

𝑊 1 = 𝜅3e
2𝜆𝑡 − (𝜅0𝐶

3𝜈3 − 𝜆𝜅0𝐶
2𝜈1𝜅1)e

(2𝜆−1)𝑡 − 𝜆− 1

2
𝜅 2
0𝐶

3𝜈 2
1 e

2(𝜆−1)𝑡,

𝑊 2 = 𝜅4e
2𝜆𝑡 − (𝜅0𝐶

3𝜈4 − 𝜆𝜅0𝐶
2𝜈2𝜅2)e

(2𝜆−1)𝑡 − 𝜆− 1

2
𝜅 2
0𝐶

3𝜈 2
2 e

2(𝜆−1)𝑡,

𝑊 0 = 𝜅5e
3𝜆𝑡 − 𝜅0(𝐶

3𝜈5 + 𝜈1𝜅3 + 𝜈2𝜅4)e
(3𝜆−1)𝑡

+
1

2
𝜅 2
0𝐶

3(𝜈1𝜈3 + 𝜈2𝜈4)e
(3𝜆−2)𝑡 − 𝜆

2
𝜅 2
0𝐶

2(𝜈 2
1 𝜅1 + 𝜈 2

2 𝜅2)e
(3𝜆−2)𝑡

+
𝜆− 1

6
𝜅 3
0𝐶

3(𝜈 3
1 + 𝜈 3

2 )e
3(𝜆−1)𝑡,

where 𝐶, 𝑏 and 𝜅0, . . . , 𝜅5 are arbitrary constants with 𝐶 ̸= 0. In addition,

we can multiply 𝑄1 by an arbitrary nonzero constant. As a result, we set

∘ 𝜈1 = 1, |𝜈2| ⩽ 1, 𝜈3 = 𝜈4 = 𝜈5 = 0 if 𝜈1𝜈2 ̸= 0,

∘ 𝜈1 = 1, 𝜈2 = 0, 𝜈3 = 𝜈5 = 0, 𝜈4 ∈ {0, 1} if 𝜈1𝜈2 = 0, (𝜈1, 𝜈2) ̸= (0, 0),

∘ 𝜈3 = 1, |𝜈4| ⩽ 1, 𝜈5 = 0 if 𝜈1 = 𝜈2 = 0, (𝜈3, 𝜈4) ̸= (0, 0),

∘ 𝜈5 = 1 otherwise.

After re-denoting the respective parameters, this corresponds to the sub-

algebras s𝜆𝜇2.5, s
𝜆𝛿
2.6, s

𝜆𝜈
2.7 and s𝜆2.8.

If 𝜏 1 = 𝜏 2 = 0, then 𝜆2 ̸= 0 and we follow the second case of the proof of

Lemma 2.3 and set 𝜒2 = 𝜌2 = 𝛼2 = 𝛽2 = 𝜎2 = 0, which gives 𝑄2 = 𝜆2𝐷s.

The commutation relation [𝑄1, 𝑄2] = 𝑄1 implies that there are three pos-

sible cases, 𝜆2 = 1 and 𝛼1 = 𝛽1 = 𝜎1 = 0, 𝜆2 = 1
2 and 𝜒1 = 𝜌1 = 𝜎1 = 0 or

𝜆2 = 1
3 and 𝜒1 = 𝜌1 = 𝛼1 = 𝛽1 = 0. Permuting 𝑥 and 𝑦 if necessary and

acting by D𝑡
*(𝑇 ) with an appropriate value of the parameter function 𝑇 ,

we can set 𝜒1 = 1, 𝛼1 = 1 or 𝜎1 ∈ {𝑡, 1} in the first, the second or the third

cases, which leads to the subalgebras s𝜌
1

2.9, s
𝛽1

2.10 or s2.11 and s2.12, respectively.

II. Suppose that the subalgebra s2 is abelian, [𝑄1, 𝑄2] = 0. Then the

functions 𝜏 1 and 𝜏 2 are necessarily linearly dependent.
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Let in addition the tuples (𝜏 1, 𝜆1) and (𝜏 2, 𝜆2) are linearly independent.

Linearly combining 𝑄1 and 𝑄2, we can set 𝜏 1 ̸= 0, 𝜆1 = 0, 𝜏 2 = 0 and

𝜆2 ̸= 0. The successive action by D𝑡
*(𝑇 ) with 𝑇𝑡 = 1/𝜏 1 and the new value

of 𝜏 1 allows us to set 𝜏 1 = 1. Following the second case of the proof of

Lemma 2.3, we set 𝜒2 = 𝜌2 = 𝛼2 = 𝛽2 = 𝜎2 = 0. Then the commutation

relation [𝑄1, 𝑄2] = 0 implies 𝜒1 = 𝜌1 = 𝛼1 = 𝛽1 = 𝜎1 = 0, and thus we

have the subalgebra s2.13

If the tuples (𝜏 1, 𝜆1) and (𝜏 2, 𝜆2) are linearly dependent and the func-

tions 𝜏 1 and 𝜏 2 do not simultaneously vanish, then we linearly combine 𝑄1

and 𝑄2 to set 𝜏 1 ̸= 0, 𝜏 2 = 0 and 𝜆2 = 0. According to the first case of

the proof of Lemma 2.3, we can reduce 𝑄1 to the form 𝐷𝑡(1) + 𝜆1𝐷s. In

view of the commutation relation [𝑄1, 𝑄2] = 0, the parameter functions

in 𝑄2 are 𝜒2 = 𝜈1e
𝜆𝑡, 𝜌2 = 𝜈2e

𝜆𝑡, 𝛼2 = 𝜈3e
2𝜆𝑡, 𝛽2 = 𝜈4e

2𝜆𝑡 and 𝜎2 = 𝜈5e
3𝜆𝑡

with constants 𝜈1, . . . , 𝜈5. The pushforward by an element Φ of 𝐺, which

is necessarily of the form (1.4), does not change the form of the basis ele-

ment 𝑄1 up to its linearly combining with 𝑄2 if and only if the parameters

of Φ have the following form:

𝑇 = 𝑡+ 𝑏, 𝑋0 = (𝜅1 + 𝜅0𝐶𝜈1𝑡)e
𝜆𝑡, 𝑌 0 = (𝜅2 + 𝜅0𝐶𝜈2𝑡)e

𝜆𝑡,

𝑊 1 =

(︂
𝜅3 + 𝜅0𝐶

3𝜈3𝑡− 𝜆𝜅0𝐶
2𝜈1𝜅1𝑡− 𝜅 2

0𝐶
3𝜈 2

1 𝑡−
𝜆

2
𝜅 2
0𝐶

3𝜈 2
1 𝑡

2

)︂
e2𝜆𝑡,

𝑊 2 =

(︂
𝜅4 + 𝜅0𝐶

3𝜈4𝑡− 𝜆𝜅0𝐶
2𝜈2𝜅2𝑡− 𝜅 2

0𝐶
3𝜈 2

2 𝑡−
𝜆

2
𝜅 2
0𝐶

3𝜈 2
2 𝑡

2

)︂
e2𝜆𝑡,

𝑊 0 =

(︂
𝜅5 + 𝜅0(𝐶

3𝜈5 + 𝜈1𝜅3 + 𝜈2𝜅4)𝑡+
1

2
𝜅 2
0𝐶

3(𝜈1𝜈3 + 𝜈2𝜈4)𝑡
2

−𝜆
2
𝜅 2
0𝐶

2(𝜈 2
1 𝜅1 + 𝜈 2

2 𝜅2)𝑡
2 − 1

2
𝜅 3
0𝐶

3(𝜈 3
1 + 𝜈 3

2 )𝑡
2

−𝜆
6
𝜅 3
0𝐶

3(𝜈 3
1 + 𝜈 3

2 )𝑡
3

)︂
e3𝜆𝑡,

where 𝐶, 𝑏 and 𝜅0, . . . , 𝜅5 are arbitrary constants with 𝐶 ̸= 0. We can

also push forward s2 by J or multiply 𝑄2 by an arbitrary nonzero constant.

Hence we can set
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∘ 𝜈1 = 1, |𝜈2| ⩽ 1, 𝜈3 = 0, 𝜈4 ∈ {0, 1}, 𝜈5 = 0 if (𝜈1, 𝜈2) ̸= 0,

∘ 𝜈3 = 1, |𝜈4| ⩽ 1, 𝜈5 = 0 if 𝜈1 = 𝜈2 = 0, (𝜈3, 𝜈4) ̸= 0,

∘ 𝜈5 = 1 otherwise,

which corresponds, up to re-denoting parameters, to the subalgebras s𝛿𝜈𝛿
′

2.14,

s𝛿𝜈2.15 and s𝛿2.16.

If 𝜏 1 = 𝜏 2 = 0, then it follows from the commutation relation

[𝑄1, 𝑄2] = 0 that also 𝜆1 = 𝜆2 = 0 since otherwise the vector fields 𝑄1

and 𝑄2 are linearly dependent, and 𝜒1𝜒2
𝑡−𝜒1

𝑡𝜒
2 = 0, 𝜌1𝜌2𝑡−𝜌1𝑡𝜌2 = 0, 𝜒1𝛼2−

𝜒2𝛼1 + 𝜌1𝛽2 − 𝜌2𝛽1 = 0, i.e., the parameter functions 𝜒1 and 𝜒2 (resp. 𝜌1

and 𝜌2) are linearly dependent. Suppose that the tuples (𝜒1, 𝜌1) and (𝜒2, 𝜌2)

are linearly independent. Linearly combining 𝑄1 and 𝑄2, we make 𝜒1𝜌2 ̸= 0

and 𝜒2 = 𝜌1 = 0. Then the action by D𝑡
*(𝑇 ) with 𝑇𝑡 = (𝜒1)−3 allows us to

set 𝜒1 = 1, after which 𝛼2 = 𝜌2𝛽1, and we obtain the subalgebra s𝜌𝛼𝛽2.17. If the

tuples (𝜒1, 𝜌1) and (𝜒2, 𝜌2) are linearly dependent but not simultaneously

zero, then we linearly combine 𝑄1 and 𝑄2 and, if necessary, permute 𝑥

and 𝑦 to make 𝜒1 ̸= 0 and 𝜒2 = 𝜌2 = 0. Successively acting by D𝑡
*(𝑇 ) with

𝑇𝑡 = (𝜒1)−3, by P𝑥
*(𝑋

0) with 𝑋0
𝑡 = 𝛼1 and by R𝑥

*(𝑊
1) with 𝑊 1 = −𝜎1, we

set 𝜒1 = 1, 𝛼1 = 0 and 𝜎1 = 0, which results in 𝛼2 = −𝜌1𝛽2. The further

simplifications are 𝛽1 = 0 if 𝜌1 ̸= 0, 𝜎2 = 0 if 𝜌1 = 0 and 𝛽2 ̸= 0, and no

meaningful simplification is possible if 𝜌1 = 𝛽2 = 0. This gives the subalge-

bras s𝜌𝛽𝜎2.18, s
𝛽1𝛽2

2.19 and s𝛽𝜎2.20, respectively. In the case 𝜒1 = 𝜌1 = 𝜒2 = 𝜌2 = 0,

the consideration splits according to the additional conditions that

∘ 𝛼1𝛽2 ̸= 𝛼2𝛽1,

∘ 𝛼1𝛽2 = 𝛼2𝛽1 but the tuples (𝛼1, 𝛽1) and (𝛼2, 𝛽2) are linearly indepen-

dent,

∘ the tuples (𝛼1, 𝛽1) and (𝛼2, 𝛽2) are linearly dependent but not simul-

taneously zero,

∘ 𝛼1 = 𝛽1 = 𝛼2 = 𝛽2 = 0, and 𝜎1𝑡 and 𝜎2𝑡 are linearly independent,
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∘ 𝛼1 = 𝛽1 = 𝛼2 = 𝛽2 = 0, and 𝜎1𝑡 and 𝜎2𝑡 are linearly dependent,

and after obvious simplifications, we obtain the subalgebras s𝛼𝛽
1𝛽2

2.21 , s𝛼𝛽𝜎2.22 ,

s𝛽𝜎2.23, s
𝜎
2.24 and s𝜎2.25.

Remark 2.5. The statements of Lemmas 2.3 and 2.4 should be interpreted

in the following way. Subalgebras from different families or within each of

the families parameterized only by constants are definitely 𝐺-inequivalent.

At the same time, there is an inessential equivalence between subalgebras

within each of the families parameterized by functions that does not allow

us to further simplify the general form of subalgebras from the family.

For example, subalgebras s𝜌1.3 and s𝜌1.3 are 𝐺-inequivalent if and only if

𝜌(𝑡) = 𝜌(𝑎𝑡 + 𝑏) for some 𝑎, 𝑏 ∈ R or 𝜌 = (𝜌(𝑇 ))−1, where 𝑇 is the inverse

of a solution 𝑇 of the equation 𝑇𝑡 = 𝑐𝜌−3 for some 𝑐 ∈ R.

Remark 2.6. For the purpose of Lie reduction of the equation (1.1) to

differential equations with less number of independent variables, it would

suffice to only classify one-dimensional subalgebras of rank one and two-

dimensional subalgebras of rank two. Nevertheless, we decided to present

the respective complete classifications since they require not much more

effort than the above partial classifications do. Moreover, this is instructive

given the fact that the number of correct classifications of subalgebras of Lie

algebras (especially infinite-dimensional ones) in the literature is not great.

Due to the analogy of the structures of (g, 𝐺) and (gL, 𝐺L), we can

easily obtain the classifications of one- and two-dimensional subalgebras of

the algebra gL using Lemmas 2.3 and 2.4, respectively. Here we consider

only one-dimensional subalgebras of gL.

Lemma 2.7. A complete list of 𝐺L-inequivalent one-dimensional subalge-

bras of the algebra gL is exhausted by the following algebras:

s̄𝛿𝛿
′

1.1 =
⟨︀
𝐷̄𝑡(1) + 𝛿𝐷̄s + 𝛿′𝑃 𝑣

⟩︀
𝛿𝛿′=0

, s̄1.2 =
⟨︀
𝐷̄s
⟩︀
,

s̄𝜌𝛿1.3 =
⟨︀
𝑃 𝑥(1) + 𝑃 𝑦(𝜌) + 𝛿𝑃 𝑣

⟩︀
, s̄𝛽𝛿1.4 =

⟨︀
𝑃 𝑥(1) + 𝑅̄𝑦(𝛽) + 𝛿𝑃 𝑣

⟩︀
,
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s̄𝛽𝛿1.5 =
⟨︀
𝑅̄𝑥(1) + 𝑅̄𝑦(𝛽) + 𝛿𝑃 𝑣

⟩︀
, s̄𝛿1.6 =

⟨︀
𝑍(𝑡) + 𝛿𝑃 𝑣

⟩︀
,

s̄𝛿1.7 =
⟨︀
𝑍(1) + 𝛿𝑃 𝑣

⟩︀
, s̄1.8 =

⟨︀
𝑃 𝑣
⟩︀
,

where 𝛿, 𝛿′ ∈ {0, 1}, and 𝜌 and 𝛽 run through the set of smooth functions

of 𝑡 with 𝜌 ̸= 0.

2.3. Trivial solutions

It is obvious that the equation (1.1) is identically satisfied on the solu-

tion set of the differential constraint 𝑢𝑥𝑦 = 0 or, equivalently, on the set of

functions of (𝑡, 𝑥, 𝑦) with additive separation of the variables 𝑥 and 𝑦. In

other words, the equation (1.1) has the solutions of the form

∙ 𝑢 = 𝑤(𝑡, 𝑥) + 𝑤̃(𝑡, 𝑦), (2.1)

where 𝑤 and 𝑤̃ are sufficiently smooth functions of their arguments. Calling

these solutions trivial is justified by the fact that the equation (1.1) is a po-

tential equation for the dispersionless Nizhnik system 𝑝𝑡 = (ℎ1𝑝)𝑥 + (ℎ2𝑝)𝑦,

ℎ1𝑦 = 𝑝𝑥, ℎ
2
𝑥 = 𝑝𝑦 with the relation 𝑝 = 𝑢𝑥𝑦, ℎ

1 = 𝑢𝑥𝑥, ℎ
2 = 𝑢𝑦𝑦, and

thus a solution is of the form (2.1) for the equation (1.1) if and only if it

corresponds to a solution of the dispersionless Nizhnik system with zero

principal component 𝑝.

Within the family (2.1), there is the subfamily of solutions satisfying

the differential constraints 𝑢𝑥𝑦 = 𝑢𝑥𝑥𝑥𝑥 = 𝑢𝑦𝑦𝑦𝑦 = 0 and 𝑢𝑥𝑥𝑥 = 𝑢𝑦𝑦𝑦 and

thus having the form

𝑢 = 𝑊 5(𝑡)(𝑥3 + 𝑦3) +𝑊 3(𝑡)𝑥2 +𝑊 4(𝑡)𝑦2

+𝑊 1(𝑡)𝑥+𝑊 2(𝑡)𝑦 +𝑊 0(𝑡),
(2.2)

where the coefficients 𝑊 0, . . . , 𝑊 5 are arbitrary sufficiently smooth func-

tions of 𝑡. The solutions from the subfamily (2.2) are even more trivial than

general elements of the family (2.1) since each solution of the form (2.2) is

𝐺-equivalent to the constant zero solution 𝑢 = 0.
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The above trivial solutions of the equation (1.1) often arise in the course

of its Lie reductions. Identifying such solutions among constructed ones

and neglecting them in addition to listing solutions up to the 𝐺-equivalence

allow us to better arrange the found families of invariant solutions. Note

that modulo the 𝐺-equivalence, we can arbitrarily change or neglect sum-

mands of the form 𝑊 1(𝑡)𝑥+𝑊 2(𝑡)𝑦 +𝑊 0(𝑡) in any solution of (1.1).

2.4. Lie reductions of codimension one

Among subalgebras listed in Lemma 2.3, only subalgebras s𝛿1.1, s1.2,

s𝜌1.3 and s𝛽1.4 are appropriate to be used for Lie reduction of the equa-

tion (1.1). We collect 𝐺-inequivalent codimension-one Lie reductions of the

equation (1.1) in Table 2.1. There, for each of the above one-dimensional

subalgebras of g, we present a constructed ansatz for 𝑢, the corresponding

reduced partial differential equation in two independent variables, where

𝑤 = 𝑤(𝑧1, 𝑧2) is the new unknown function of the invariant independent

variables (𝑧1, 𝑧2). The subscripts 1 and 2 of 𝑤 denote the differentiation

with respect to 𝑧1 and 𝑧2, respectively.

Table 2.1. 𝐺-inequivalent Lie reductions with respect to one-dimensional subalgebras of g.

⊂ g 𝑢 𝑧1 𝑧2 Reduced equation

s𝛿1.1 e3𝛿𝑡𝑤 − 1
6𝛿(𝑥

3 + 𝑦3) e−𝛿𝑡𝑥 e−𝛿𝑡𝑦 (𝑤11𝑤12)1 + (𝑤12𝑤22)2 = 3𝛿𝑤12

s1.2 𝑥3𝑤 𝑡 𝑦/𝑥 (𝑧2𝑤22 − 2𝑤2)1 =
(︀
(𝑧2𝑤22 − 2𝑤2)𝑤22

)︀
2

− (𝑧2𝜕2 − 2)
(︀
(𝑧2𝑤22 − 2𝑤2)(𝑧

2
2 𝑤22

− 4𝑧2𝑤2 + 6𝑤)
)︀

s𝜌1.3 𝑤 − 1
6𝜌𝑡𝜌

−1𝑦3 𝑡 𝜌−1𝑦 − 𝑥 𝑤122 + 2(1− 𝜌−3)𝑤22𝑤222 = 0

s𝛽1.4 𝑤 + 𝛽𝑥𝑦 𝑡 𝑦 𝛽𝑤222 = 𝛽1

We study each of the listed reduced equations separately, indexing it

by the number of the corresponding one-dimensional subalgebra of g.
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1.1. s𝛿1.1 =
⟨︀
𝐷𝑡(1)+𝛿𝐷s

⟩︀
, 𝛿 ∈ {0, 1} (mod 𝐺). The maximal Lie invariance

algebra of reduced equation 1.1𝛿 is2.2

a01.1 = ⟨𝐷𝑧, 𝑤𝜕𝑤, 𝜕𝑧1, 𝜕𝑧2, 𝑧1𝜕𝑤, 𝑧2𝜕𝑤, 𝜕𝑤⟩ if 𝛿 = 0,

a11.1 = ⟨𝐷̃𝑧, 𝜕𝑧1, 𝜕𝑧2, 𝑧1𝜕𝑤, 𝑧2𝜕𝑤, 𝜕𝑤⟩ if 𝛿 = 1.

Here 𝐷𝑧 := 𝑧1𝜕𝑧1 +𝑧2𝜕𝑧2 and 𝐷̃
𝑧 := 𝑧1𝜕𝑧1 +𝑧2𝜕𝑧2 +3𝑤𝜕𝑤. All their elements

are induced by Lie symmetries of the original equation (1.1). Indeed, the

normalizer of the subalgebra s𝛿1.1 in g is

Ng(s
0
1.1) = ⟨𝐷𝑡(1), 𝐷𝑡(𝑡), 𝐷s, 𝑃 𝑥(1), 𝑃 𝑦(1), 𝑅𝑥(1), 𝑅𝑦(1), 𝑍(1)⟩,

Ng(s
1
1.1) = ⟨𝐷𝑡(1), 𝐷s, 𝑃 𝑥(e𝑡), 𝑃 𝑦(e𝑡), 𝑅𝑥(e2𝑡), 𝑅𝑦(e2𝑡), 𝑍(e3𝑡)⟩

for 𝛿 = 0 and 𝛿 = 1, respectively (see a similar computation in [123, Sec-

tion 3]). The Lie-symmetry vector fields 𝐷𝑡(1)+ 𝛿𝐷s, 𝐷s, 𝑃 𝑥(e𝛿𝑡), 𝑃 𝑦(e𝛿𝑡),

𝑅𝑥(e2𝛿𝑡), 𝑅𝑦(e2𝛿𝑡), 𝑍(e3𝛿𝑡) and, for 𝛿 = 0, 3𝐷𝑡(𝑡) of the equation (1.1) in-

duce the Lie-symmetry vector fields 0, 𝐷̃𝑧, 𝜕𝑧1, 𝜕𝑧2, 𝑧1𝜕𝑤, 𝑧2𝜕𝑤, 𝜕𝑤 and, for

𝛿 = 0, 𝐷𝑧 of reduced equation 1.1, respectively.

Therefore, any two-step Lie reduction of the equation (1.1) to an or-

dinary differential equation, where the first step is reduction 1.1 and the

second step is a Lie reduction of reduced equation 1.1, is equivalent to

a direct Lie reduction to an ordinary differential equation using a two-

dimensional subalgebra of g. This means that there is no need to carry out

Lie reductions of reduced equation 1.1.

For each 𝛿 ∈ {0, 1}, let us compute the point-symmetry group𝐺𝛿
1.1 of the

reduced equation 1.1𝛿 by the algebraic method. Up to the antisymmetry

of the Lie bracket, the nonzero commutation relations between the basis

2.2In contrast to reduced equation 1.11, its counterpart with 𝛿 = 0 loses the property of maximal

rank on the submanifold ℳ0 of the manifold ℳ. Here the manifold ℳ is defined by this equation in

the jet space J3(R2
𝑧1,𝑧2 × R𝑤) and the submanifold ℳ0 is singled out in ℳ by the consistent system

𝑤11 = 𝑤12 = 𝑤22 = 0, 𝑤112 = 𝑤122 = 𝑤111 + 𝑤222 = 0. It can be proved by the classical infinitesimal

method that the maximal Lie invariance algebra of the complement ℳ∖ℳ0 of ℳ0 in ℳ coincides with

the algebra a01.1. At the same time, the submanifold ℳ0 is also invariant with respect to this algebra.

Therefore, the maximal Lie invariance algebra of reduced equation 1.10 is indeed the algebra a01.1.
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vector fields of the algebra a := a𝛿1.1 are exhausted by

[𝐷𝑧, 𝜕𝑧1] = −𝜕𝑧1, [𝐷𝑧, 𝜕𝑧2] = −𝜕𝑧2,

[𝐷𝑧, 𝑧1𝜕𝑤] = 𝑧1𝜕𝑤, [𝐷𝑧, 𝑧2𝜕𝑤] = 𝑧2𝜕𝑤,

[𝑤𝜕𝑤, 𝑧1𝜕𝑤] = −𝑧1𝜕𝑤, [𝑤𝜕𝑤, 𝑧2𝜕𝑤] = −𝑧2𝜕𝑤, [𝑤𝜕𝑤, 𝜕𝑤] = −𝜕𝑤,

[𝜕𝑧1, 𝑧1𝜕𝑤] = 𝜕𝑤, [𝜕𝑧2, 𝑧2𝜕𝑤] = 𝜕𝑤,

and

[𝐷̃𝑧, 𝜕𝑧1] = −𝜕𝑧1, [𝐷̃𝑧, 𝜕𝑧2] = −𝜕𝑧2,

[𝐷̃𝑧, 𝑧1𝜕𝑤] = −2𝑧1𝜕𝑤, [𝐷̃𝑧, 𝑧2𝜕𝑤] = −2𝑧2𝜕𝑤,

[𝐷̃𝑧, 𝜕𝑤] = −3𝜕𝑤, [𝜕𝑧1, 𝑧1𝜕𝑤] = 𝜕𝑤, [𝜕𝑧2, 𝑧2𝜕𝑤] = 𝜕𝑤

if 𝛿 = 0 and 𝛿 = 1, respectively. We first find megaideals of the algebra a

applying techniques that do not require the knowledge of the automor-

phism group Aut(a) [26,111]. Then we use the constructed megaideals for

simplifying the computation of Aut(a) and obtain the remaining megaide-

als. As a result, the complete list of proper megaideals of a is as follows:

m1 := a′ =
⟨︀
𝜕𝑧1, 𝜕𝑧2, 𝑧1𝜕𝑤, 𝑧2𝜕𝑤, 𝜕𝑤

⟩︀
, m2 := a′′ = z(m1) =

⟨︀
𝜕𝑤
⟩︀
,

m3 := Ca(m2) =
⟨︀
𝐷𝑧
⟩︀
∔m1, m4 :=

⟨︀
𝐷𝑧 + 2𝑤𝜕𝑤

⟩︀
∔m1 if 𝛿 = 0,

m3 :=
⟨︀
𝑧1𝜕𝑤, 𝑧2𝜕𝑤, 𝜕𝑤

⟩︀
, m4 :=

⟨︀
𝜕𝑧1, 𝜕𝑧2, 𝜕𝑤

⟩︀
if 𝛿 = 1.

Denote m0 := a. Let a point transformation Φ: (𝑧1, 𝑧2, 𝑤̃) = (𝑍1, 𝑍2,𝑊 )

in the space with the coordinates (𝑧1, 𝑧2, 𝑤), where (𝑍1, 𝑍2,𝑊 ) is a tuple

of smooth functions of (𝑧1, 𝑧2, 𝑤) with nonvanishing Jacobian, preserve the

equation (1.1). Necessary conditions for this are Φ*m𝑘 ⊆ m𝑘, 𝑘 = 0, . . . , 4.

Hereafter the indices 𝑖 and 𝑗 run from 1 to 2, and we assume summa-

tion with respect to repeated indices. The conditions Φ*𝜕𝑤 ∈ m2 and

Φ*(𝑧𝑖𝜕𝑤) ∈ m1 imply that

𝑍 𝑖 = 𝑎𝑖𝑗𝑧𝑗 + 𝑎𝑖0, 𝑊 = 𝑐𝑤 +𝑊 0(𝑧1, 𝑧2),

where 𝑎𝑖𝑗, 𝑎𝑖0 and 𝑐 are constants with 𝑐 det(𝑎𝑖𝑗) ̸= 0, and 𝑊 0 is a smooth

function of (𝑧1, 𝑧2). Then the conditions Φ*𝜕𝑧𝑖 ∈ m4 if 𝛿 = 1 or Φ*𝜕𝑧𝑖 ∈ m1
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and Φ*𝐷
𝑧 ∈ m3 if 𝛿 = 0 in addition give that 𝑊 0 = 𝑏𝑖𝑧𝑖 + 𝑏0 for some con-

stants 𝑏𝑖 and 𝑏0. Since no further constraints on Φ can be derived within the

framework of the algebraic method, we continue the computation with the

direct method, obtaining 𝑎11 = 𝑎22, 𝑎12 = 𝑎21, 𝑎11𝑎12 = 0, (𝑎11, 𝑎12) ̸= (0, 0)

and, if 𝛿 = 1, 𝑐 = 𝑎3, where 𝑎 is the nonzero value among 𝑎11 and 𝑎12. This

means that there are exactly two independent, up to composing with each

other and with continuous point symmetry transformations of the equa-

tion (1.1), discrete point symmetry transformations of this equation. They

are the involutions, the one that permutes the independent variables 𝑧1

and 𝑧2, (𝑧1, 𝑧2, 𝑤̃) = (𝑧2, 𝑧1, 𝑤), and the one that simultaneously alternates

the signs of all the variables, (𝑧1, 𝑧2, 𝑤̃) = (−𝑧1,−𝑧2,−𝑤). These transfor-

mations are respectively induced by the discrete point symmetries J and Is

of the original equation (1.1). The fact of inducing all Lie symmetries of

reduced equations 1.1𝛿 follows from that for the corresponding Lie invari-

ance algebras a𝛿1.1. Therefore, for each 𝛿 ∈ {0, 1} the group 𝐺𝛿
1.1 is entirely

induced by the stabilizer of s𝛿1.1 in 𝐺.

The subalgebra s𝛿1.1 of g is associated with the subalgebra(s) s̄𝛿𝛿
′

1.1 of gL

with 𝛿𝛿′ = 0. The extension of ansatz 1.1 to 𝑣 is 𝑣 = e
3
2𝛿𝑡𝑞 + 𝛿′𝑡. Here

and in the next case, 𝑞 = 𝑞(𝑧1, 𝑧2) is the invariant unknown function that

replaces 𝑣, and, as for 𝑤, the subscripts 1 and 2 of 𝑞 denote the differenti-

ation with respect to 𝑧1 and 𝑧2, respectively. The corresponding family of

reduced systems for the nonlinear Lax representation (1.14) is associated

with the subalgebra family s̄𝛿𝛿
′

1.1 from Lemma 2.7 and consists of the systems

1

3
(𝑞31 + 𝑞32) + 𝑞1𝑤11 + 𝑞2𝑤22 =

3

2
𝛿𝑞 + 𝛿′, 𝑤12 = −𝑞1𝑞2, (2.3)

each of which can be interpreted as a nonlinear Lax representation for

reduced equation 1.1 with the same value of 𝛿, cf. the introductive part

of [92, Section 4.1]. In other words, reduced equation 1.1 is the compatibil-

ity condition of the system (2.3) with respect to 𝑞. Note that for 𝛿 = 0 we

thus construct two inequivalent nonlinear Lax representations, with 𝛿′ = 0

and with 𝛿′ = 1.
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Reduced equation 1.10 is just the stationary dispersionless Nizhnik

equation. Note that its counterpart with dispersion was studied in [90].

Remark 2.8. A complete list of 𝐺1
1.1-inequivalent one-dimensional subal-

gebras of the algebra a11.1 is exhausted by the subalgebras

b1 = ⟨𝐷̃𝑧⟩, b𝜈𝜅𝜍2 = ⟨𝜕𝑧1 + 𝜈𝜕𝑧2 + 𝜅𝑧1𝜕𝑤 + 𝜍𝑧2𝜕𝑤⟩,

b𝜈3 = ⟨𝑧1𝜕𝑤 + 𝜈𝑧2𝜕𝑤⟩, b4 = ⟨𝜕𝑤⟩,

where 𝜈 ∈ [−1, 1], and 𝜍 ̸= 0 if 𝜈 ∈ {−1, 1} and (𝜅, 𝜍) ̸= (0, 0), cf. [92,

Proposition 2]. A further gauging of subalgebra parameters is possible

only within the second family {b𝜈𝜅𝜍2 }, where one of the parameters 𝜅 or 𝜍,

if nonzero, can be set to be equal to 1 up to the 𝐺1
1.1-equivalence. At the

same time, the subalgebra b𝜈𝜅𝜍2 is induced by the subalgebra

b̌𝜈𝜅𝜍2 = ⟨𝐷𝑡(1) + 𝛿𝐷s, 𝑃 𝑥(e𝛿𝑡) + 𝜈𝑃 𝑦(e𝛿𝑡) + 𝜅𝑅𝑥(e2𝛿𝑡) + 𝜍𝑅𝑦(e2𝛿𝑡)⟩ of g,

which is 𝐺-equivalent to the subalgebra s𝛿𝜈𝛿
′

2.14, where 𝛿
′ = 0 if 𝜅 = 𝜍 and

𝛿′ = 1 otherwise. In other words, if 𝜈 = 𝜈, the tuples (𝜅, 𝜍) and (𝜅̃, 𝜍) are

not proportional with a nonzero multipliers and 𝜅 − 𝜍 and 𝜅̃ − 𝜍 are si-

multaneously either are equal to zero or are not, then the subalgebras b𝜈𝜅𝜍2

and b𝜈𝜅̃𝜍2 of a11.1 are 𝐺1
1.1-inequivalent, whereas the associated subalgebras

b̌𝜈𝜅𝜍2 and b̌𝜈𝜅̃𝜍2 are𝐺-equivalent. This is why the inequivalent two-step reduc-

tions, where the first step is reduction 1.11 and the second step is based on

subalgebras b𝜈𝜅𝜍2 and b𝜈𝜅̃𝜍2 of a11.1 with the above constraints on the subalge-

bra parameters, definitely results in 𝐺-equivalent families of invariant solu-

tions of the dispersionless Nizhnik equation (1.1), cf. [92, Section 4.1.1.2].

The above phenomenon has not been described in the literature.

1.2. s1.2 =
⟨︀
𝐷s
⟩︀
. The same conclusion on the superfluousness of two-

step Lie reduction can be made for reduced equation 1.2. Its maximal Lie

invariance algebra is

a1.2 =
⟨︀
𝐷̆(𝜏)

⟩︀
with 𝐷̆(𝜏) := 𝜏𝜕𝑧1 −

(︂
𝜏1𝑤 +

1

18
𝜏11(𝑧

3
2 + 1)

)︂
𝜕𝑤.
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Here and in what follows the parameter function 𝜏 runs through the set

of smooth functions of 𝑧1. It is obvious that the normalizer of the sub-

algebra s1.2 in g is Ng(s1.2) = ⟨𝐷𝑡(𝜏), 𝐷s⟩. The Lie-symmetry vector field

𝐷𝑡(𝜏) of the equation (1.1) induces the element of a1.2 with the same value

of the parameter function 𝜏 , whereas 𝐷s is mapped to 0. In other words,

the entire maximal Lie invariance algebra a1.2 of reduced equation 1.2 is

induced by Ng(s1.2). Therefore, similarly to reduced equation 1.1, further

Lie reductions of reduced equation 1.2 are needless.

In fact, all point symmetries of reduced equation 1.2 are induced by

point symmetries of the original equation (1.1). To show this, we compute

the point-symmetry group of reduced equation 1.2 using the most general

version of the algebraic method. Again, consider a point transformation Φ:

(𝑧1, 𝑧2, 𝑤̃) = (𝑍1, 𝑍2,𝑊 ) in the space with the coordinates (𝑧1, 𝑧2, 𝑤), where

(𝑍1, 𝑍2,𝑊 ) is a tuple of smooth functions of (𝑧1, 𝑧2, 𝑤) with nonvanishing

Jacobian. The algebra a := a1.2 is infinite-dimensional and contains no

proper megaideals. This is why the only convenient necessary condition

for the transformation Φ to preserve the equation (1.1) is Φ*a ⊆ a, which

expands to Φ*𝐷̆(𝜏) = 𝐷̆(𝜏). Componentwise splitting the latter condition

with each of the specific values 𝜏 = 𝑧 𝑖
1 , 𝑖 = 0, . . . , 3, Φ*𝐷̆(𝑧 𝑖

1) = 𝐷̆(𝜏 𝑖), and

recombining the derived determining equations for the components of Φ,

we in particular obtain the equation

𝜏 3 − 3𝑧1𝜏
2 + 3𝑧 2

1 𝜏
1 − 𝑧 3

1 𝜏
0 = 0.

Since at most one function among 𝜏 𝑖, 𝑖 = 0, . . . , 3, can be constant, this

equation can be solved with respect to 𝑍1, giving 𝑍1 = 𝑍1(𝑧1). It is ob-

vious that reduced equation 1.2 admits the discrete point symmetry Ĭ1:

(𝑧1, 𝑧2, 𝑤̃) = (−𝑧1, 𝑧2,−𝑤), which is induced by the discrete point symme-

try Ii ∘ Is of the equation (1.1). Up to factoring out the transformation Ĭ1

and Lie symmetries of reduced equation 1.2, each of which is also induced,

we can assume that 𝑍1 = 𝑧1. For this restricted form of Φ, we have

Φ*𝐷̆(𝜏) = 𝐷̆(𝜏). Splitting this condition componentwise and with respect
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to the parameter function 𝜏 and its derivatives 𝜏𝑧1 and 𝜏𝑧1𝑧1 leads to the

equations 𝑍2
𝑧1
= 𝑍2

𝑤 = 0, 𝑊𝑧1 = 0, 𝑤𝑊𝑤 = 𝑊 and (𝑧 3
2 +1)𝑊𝑤 = (𝑍2)3+1.

Therefore, 𝑍2 = 𝑍2(𝑧2) and 𝑊 = 𝑊 1(𝑧2)𝑤 with conditions 𝑍2
𝑧2

̸= 0 and

𝑊 1 :=
(︀
(𝑍2)3 + 1

)︀
/(𝑧 3

2 + 1). To derive more constraints on Φ, we should

continue the computation with the direct method. This only gives two

solutions, 𝑍2 = 𝑧2 and 𝑍2 = 1/𝑧2, which correspond to the identity trans-

formation and the discrete point symmetry J̆: (𝑧1, 𝑧2, 𝑤̃) = (𝑧1, 𝑧
−1
2 , 𝑧−3

2 𝑤).

The transformation J̆ is induced by the discrete point symmetry J of the

equation (1.1). Therefore, the entire point-symmetry group of reduced

equation 1.2 is induced by the stabilizer of s1.2 in 𝐺.

The associated subalgebra of gL for the subalgebra s1.2 of g is s̄1.2. The 𝑣-

component of the extension of ansatz 1.2 is 𝑣 = |𝑥|3/2𝑞. The corresponding
reduced system for the nonlinear Lax representation (1.14) is

𝑞1 =
𝜀

3

(︂
3

2
𝑞 − 𝑧2𝑞2

)︂3

+
𝜀

3
𝑞 32

+ (𝑧 2
2𝑤22 − 4𝑧2𝑤2 + 6𝑤)

(︂
3

2
𝑞 − 𝑧2𝑞2

)︂
+ 𝑤22𝑞2,

𝜀𝑞2

(︂
3

2
𝑞 − 𝑧2𝑞2

)︂
= 𝑧2𝑤22 − 2𝑤2

with 𝜀 = sgn𝑥, which can be interpreted, after solving with respect

to (𝑞1, 𝑞2), as a nonlinear Lax representation for reduced equation 1.2,

cf. [92, Section 4.2] up to typos.

1.3. s𝜌1.3 =
⟨︀
𝑃 𝑥(1) + 𝑃 𝑦(𝜌)

⟩︀
with 𝜌 = 𝜌(𝑡) ̸= 0.

If 𝜌 ≡ 1, then reduced equation 1.3 degenerates to 𝑤122 = 0, and its

general solution is 𝑤 = 𝑓(𝑧2) + 𝜚1(𝑧1)𝑧2 + 𝜚0(𝑧1), where 𝜚0 and 𝜚1 are

arbitrary functions of 𝑧1 = 𝑡, and 𝑓 is an arbitrary sufficiently smooth

function of 𝑧2 = 𝑦 − 𝑥, cf. [92, Eq. (60)]. Up to the 𝐺-equivalence, the

coefficients 𝜚0 and 𝜚1 can be assumed to vanish. The corresponding family

of solutions of (1.1) is

∙ 𝑢 = 𝑓(𝑦 − 𝑥). (2.4)
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For any 𝜌 with 𝜌 ̸≡ 1, meaning that 𝜌 ̸≡ 1 on each open interval of the

domain of 𝜌, we can use the change of independent variables 𝑧1 = 2
∫︀
(1−

𝜌−3) d𝑧1, 𝑧2 = 𝑧2 for modifying ansatz 1.3𝜌 and reduced equation 1.3𝜌 to

the form

𝑢 = 𝑤(𝑧1, 𝑧2)−
𝜌𝑡
6𝜌
𝑦3, 𝑧1 = 2

∫︁
𝜌3 − 1

𝜌3
d𝑡, 𝑧2 =

𝑦

𝜌
− 𝑥,

𝑤𝑧1𝑧2𝑧2 + 𝑤𝑧2𝑧2𝑤𝑧2𝑧2𝑧2 = 0. (2.5)

Thus, the class of reduced equations 1.3𝜌 associated with the subalgebra

family {s𝜌1.3 | 𝜌 ̸≡ 1} collapses to the unary class, whose single element

is the equation (2.5). In other words, the 𝐺-inequivalent subalgebras s𝜌1.3
with 𝜌 ̸≡ 1 lead to pairwise similar reduced equations, which take the same

form (2.5) if appropriate ansatzes are chosen. Nevertheless, we prefer to use

ansatzes 1.3𝜌 from Table 2.1 since otherwise Case 1.3 splits into two cases,

and without the above explanation, the modified ansatz looks artificial.

The substitution 𝑤𝑧2𝑧2 = ℎ maps the modified reduced equation (2.5)

to the inviscid Burgers equation

ℎ𝑧1 + ℎℎ𝑧2 = 0,

which is the simplest nonlinear transport equation, called also Hopf’s equa-

tion. An implicit representation of the general solution of this equation is

well known, 𝐹 (ℎ, 𝑧2 − ℎ𝑧1) = 0, where 𝐹 is an arbitrary nonconstant suf-

ficiently smooth function of its arguments. Modulo the 𝐺-equivalence, we

can assume that 𝑤 is a fixed second antiderivative of ℎ with respect to 𝑧2.

As a result, we construct a family of solutions of (1.1) expressed in terms

of quadratures with an implicitly defined function,

∙ 𝑢 =

∫︁ (︂∫︁
ℎ(𝑧1, 𝑧2) d𝑧2

)︂
d𝑧2 −

𝜌𝑡
6𝜌
𝑦3,

𝑧1 := 2

∫︁
𝜌3 − 1

𝜌3
d𝑡, 𝑧2 :=

𝑦

𝜌
− 𝑥,

(2.6)

where 𝜌 is an arbitrary sufficiently smooth function of 𝑡 that does not

coincide with the constant functions 0 and 1, and the function ℎ = ℎ(𝑧1, 𝑧2)
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is implicitly defined by the equation 𝐹 (ℎ, 𝑧2 − ℎ𝑧1) = 0 with an arbitrary

nonconstant sufficiently smooth function 𝐹 of its arguments.

Lie and generalized symmetries, cosymmetries, conservation-law char-

acteristics and conservation laws of the inviscid Burgers equation were

exhaustively described in Sections 3 and 6 of [123], see also [23, Appendix]

for the first computation of the generalized symmetries of this equation.

Via the substitution

ℎ(𝑧1, 𝑧2) = 𝑤22(𝑧1, 𝑧2) with 𝑧1 = 2

∫︁
(1− 𝜌−3) d𝑧1, 𝑧2 = 𝑧2,

this results in finding many hidden symmetry-like objects for the equa-

tion (1.1).

The normalizer Ng(s
𝜌
1.3) of the subalgebra s𝜌1.3 in g depends on the value

of 𝜌, 𝜌𝑡 ̸= 0 and 𝜌𝑡 = 0, respectively,

Ng(s
𝜌
1.3) =

⟨︀
𝐷s, 𝑃 𝑥(1), 𝑃 𝑦(𝜌), 𝑅𝑦(𝛽)−𝑅𝑥(𝜌𝛽), 𝑍(𝜎)

⟩︀
,

Ng(s
𝜌
1.3) =

⟨︀
𝐷𝑡(1), 𝐷𝑡(𝑡), 𝐷s, 𝑃 𝑥(1), 𝑃 𝑦(𝜌), 𝑅𝑦(𝛽)−𝑅𝑥(𝜌𝛽), 𝑍(𝜎)

⟩︀
,

where 𝛽 and 𝜎 run through the set of smooth functions of 𝑡. The maximal

Lie invariance algebra of the modified reduced equation (2.5) is

a1.3 =
⟨︀
𝜕𝑧1, 𝑧1𝜕𝑧1 − 𝑤𝜕𝑤, 𝑧

2
1𝜕𝑧1 + 𝑧1𝑧2𝜕𝑧2 +

(︀
𝑧1𝑤 + 1

6𝑧
3
2

)︀
𝜕𝑤,

𝑧2𝜕𝑧2 + 3𝑤𝜕𝑤, 𝜕𝑧2, 𝑧1𝜕𝑧2 +
1
2𝑧

2
2 𝜕𝑤, 𝛼̃(𝑧1)𝑧2𝜕𝑤, 𝜎̃(𝑧1)𝜕𝑤

⟩︀
,

where 𝛼̃ and 𝜎̃ run through the set of smooth functions of 𝑧1. The vector

fields 𝐷s, 𝑃 𝑥(1)+𝑃 𝑦(𝜌), 𝑃 𝑦(𝜌), 𝑅𝑦(𝛽)−𝑅𝑥(𝜌𝛽), 𝑍(𝜎) and, if 𝜌𝑡 = 0, 𝐷𝑡(1)

and 𝐷𝑡(𝑡) from Ng(s
𝜌
1.3) induce the Lie-symmetry vector fields 𝑧2𝜕𝑧2+3𝑤𝜕𝑤,

0, 𝜕𝑧2, 𝛼̃𝑧2𝜕𝑤 with 𝛼̃(𝑧1) = 𝜌(𝑡)𝛽(𝑡), 𝜎̃𝜕𝑤 with 𝜎̃(𝑧1) = 𝜎(𝑡) and, if 𝜌𝑡 = 0,

𝜕𝑧1 and 𝑧1𝜕𝑧1 +
1
3𝑧2𝜕𝑧2 of the modified reduced equation (2.5), respectively.

All the elements of a1.3 from the set complement of the linear span of

the above vector fields from a1.3 are genuinely hidden symmetries of the

equation (1.1). Note that whether the vector fields 𝜕𝑧1 and 𝑧1𝜕𝑧1+
1
3𝑧2𝜕𝑧2 are

genuinely hidden symmetries of (1.1) depends on the value of the parameter
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function 𝜌, which does not appear in the modified reduced equation (2.5)

and in its maximal Lie invariance algebra a1.3.

In view of the representation (2.6) for all s𝜌1.3-invariant solutions of the

equation (1.1), we do not carry out further Lie reductions of the modified

reduced equation (2.5) with respect to subalgebras of a1.3 although most

of them are associated with hidden Lie symmetries of (2.5). At the same

time, in Section 2.5.1 we exhaustively study essential direct Lie reductions

of (2.5) with respect to two-dimensional subalgebras of g that can be in-

terpreted as two-step Lie reductions with reduction 1.3 as the first step.

1.4. s𝛽1.4 =
⟨︀
𝑃 𝑥(1) +𝑅𝑦(𝛽)

⟩︀
with 𝛽 = 𝛽(𝑡). Each reduced equation 1.4𝛽 is

trivial, see [92, Section 4.4]. Its general solution is an arbitrary sufficiently

smooth function of (𝑧1, 𝑧2) if 𝛽 = 0 and

𝑤 =
1

6
𝛽1𝛽

−1𝑧32 + 𝜚2(𝑧1)𝑧
2
2 + 𝜚1(𝑧1)𝑧2 + 𝜚0(𝑧1)

with arbitrary sufficiently smooth functions 𝜚0, 𝜚1 and 𝜚2 of 𝑧1 = 𝑡 if 𝛽 ̸= 0.

The case 𝛽 = 0 leads to the solution family 𝑢 = 𝑤(𝑡, 𝑦) of (1.1), which is

parameterized by an arbitrary sufficiently smooth function 𝑤 of (𝑡, 𝑦) and is

hence a subfamily of the family (2.1). In the case 𝛽 ̸= 0, the coefficients 𝜚0,

𝜚1 and 𝜚2 can be assumed, up to the 𝐺-equivalence, to vanish. This leads

to the following simple solutions of the equation (1.1):

∙ 𝑢 =
𝛽𝑡
6𝛽
𝑦3 + 𝛽𝑥𝑦, (2.7)

where 𝛽 is an arbitrary sufficiently smooth function of 𝑡.

We can modify ansatz 1.4𝛽 with 𝛽 ̸= 0 to 𝑢 = 𝑤̃(𝑧1, 𝑧2)+𝛽𝑥𝑦+
1
6𝛽𝑡𝛽

−1𝑦3

with the same 𝑧1 = 𝑡 and 𝑧2 = 𝑦, which simplifies reduced equation 1.4𝛽

to 𝑤̃222 = 0. Therefore, analogously to the subalgebras s𝜌1.3 with 𝜌 ̸= 1, the

subalgebras from the family {s𝛽1.4 | 𝛽 ̸= 0}, which is parameterized by an

arbitrary nonvanishing function 𝛽 of 𝑡, also correspond, under this ansatz

choice, to the same reduced equation.
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Depending on the value of the parameter function 𝛽, the normalizer

Ng(s
𝛽
1.4) of the subalgebra s𝛽1.4 in g is⟨︀
𝐷𝑡(1), 𝐷𝑡(𝑡), 𝐷s, 𝑃 𝑥(1), 𝑃 𝑦(𝜌), 𝑅𝑦(𝛽), 𝑍(𝜎)

⟩︀
if 𝛽 = 0,⟨︀

𝐷𝑡(1), 𝐷𝑡(𝑡) + 2
3𝐷

s, 𝑃 𝑥(1), 𝑃 𝑦(𝜌) +𝑅𝑥(𝜌𝛽), 𝑅𝑦(𝛽), 𝑍(𝜎)
⟩︀

if 𝛽 ̸= 0, 𝛽𝑡 = 0,⟨︀
𝐷𝑡(1) + 𝜅𝐷s, 𝑃 𝑥(1), 𝑃 𝑦(𝜌) +𝑅𝑥(𝜌𝛽), 𝑅𝑦(𝛽), 𝑍(𝜎)

⟩︀
if 𝛽𝑡 ̸= 0, 𝛽𝑡 = 𝜅𝛽,⟨︀
𝐷𝑡(𝑡+𝜇) +

(︀
𝜅+ 2

3

)︀
𝐷s, 𝑃 𝑥(1), 𝑃 𝑦(𝜌) +𝑅𝑥(𝜌𝛽), 𝑅𝑦(𝛽), 𝑍(𝜎)

⟩︀
if 𝛽𝑡 ̸= 0, (𝑡+𝜇)𝛽𝑡 = 𝜅𝛽,⟨︀
𝑃 𝑥(1), 𝑃 𝑦(𝜌) +𝑅𝑥(𝜌𝛽), 𝑅𝑦(𝛽), 𝑍(𝜎)

⟩︀
otherwise,

where 𝜌, 𝛽 and 𝜎 run through the set of smooth functions of 𝑡. In the

second, the third and the fourth cases, 𝛽 = 1, (𝛽, 𝜅) = (e𝑡, 1) and (𝛽, 𝜇) =

(|𝑡|𝜅, 0) modulo the 𝐺-equivalence, respectively.

For any value of the parameter function 𝛽, the vector fields 𝑃 𝑥(1) +

𝑅𝑦(𝛽), 𝑃 𝑦(𝜌) + 𝑅𝑥(𝜌𝛽), 𝑅𝑦(𝛽) and 𝑍(𝜎) from Ng(s
𝛽
1.4) induce the Lie-

symmetry vector fields 0, 𝜌𝜕𝑧2 − 1
2𝜌𝑡𝑧

2
2 𝜕𝑤, 𝛽𝑧2𝜕𝑤 and 𝜎𝜕𝑤 of reduced equa-

tions 1.4𝛽, where 𝛽, 𝜌 and 𝜎 are arbitrary smooth functions of 𝑧1 = 𝑡. For

particular values of 𝛽 with extension of Ng(s
𝛽
1.4), there are the following

additional independent inductions:

𝜕𝑧1, 𝑧1𝜕𝑧1 +
1
3𝑧2𝜕𝑧2, 𝑧2𝜕𝑧2 + 3𝑤𝜕𝑤 by 𝐷𝑡(1), 𝐷𝑡(𝑡), 𝐷s if 𝛽 = 0,

𝜕𝑧1, 𝑧1𝜕𝑧1 + 𝑧2𝜕𝑧2 + 2𝑤𝜕𝑤 by 𝐷𝑡(1), 𝐷𝑡(𝑡) + 2
3𝐷

s

if 𝛽 ̸= 0, 𝛽𝑡 = 0,

𝜕𝑧1 + 𝜅𝑧2𝜕𝑧2 + 3𝜅𝑤𝜕𝑤 by 𝐷𝑡(1) + 𝜅𝐷s if 𝛽𝑡 ̸= 0, 𝛽𝑡 = 𝜅𝛽,

(𝑧1 + 𝜇)𝜕𝑧1 + (𝜅+ 1)𝑧2𝜕𝑧2 + (3𝜅+ 2)𝑤𝜕𝑤 by 𝐷𝑡(𝑡+ 𝜇) + (𝜅+ 2
3)𝐷

s

if 𝛽𝑡 ̸= 0, (𝑡+ 𝜇)𝛽𝑡 = 𝜅𝛽,

where 𝜅 and 𝜇 are arbitrary constants with 𝜅 ̸= 0. If we use the mod-

ified ansatz in the case 𝛽 ̸= 0, the expressions for the analogous in-
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duced Lie-symmetry vector fields are formally the same up to replacing 𝑤

by 𝑤̃, except the vector field 𝜌𝜕𝑧2 − 1
2𝜌𝑡𝑧

2
2 𝜕𝑤 that should be replaced by

𝜌𝜕𝑧2 − 1
2(𝜌𝑡 + 𝛽𝑡𝛽

−1𝜌)𝑧 2
2 𝜕𝑤̃.

Since reduced equation 1.40 is in fact the identity, it admits any point

transformation in the space with coordinates (𝑧1, 𝑧2, 𝑤) as its point sym-

metry, and any vector field in this space is its Lie-symmetry vector field.

The maximal Lie invariance of the modified reduced equation 𝑤̃222 = 0 for

the case 𝛽 ̸= 0 coincides with the span of the vector fields 𝜕𝑧1, 𝜕𝑧2, 𝑧2𝜕𝑧2,

𝑧 2
2 𝜕𝑧2 + 2𝑧2𝑤̃𝜕𝑤̃, 𝑤̃𝜕𝑤̃, 𝜕𝑤̃, 𝑧2𝜕𝑤̃ and 𝑧 2

2 𝜕𝑤̃ over the (pseudo)ring smooth

functions of 𝑧1. Moreover, it is obvious that these reduced equations also

possess very wide sets of other symmetry-like objects. Hence for each 𝛽,

the equation (1.1) admits many hidden symmetry-like objects associated

with reduction 1.4𝛽 but they are not of interest in view of the triviality of

reduced equations 1.4𝛽.

2.5. Lie reductions of codimension two

The subalgebras s𝜆2.1 with 𝜆 = −1/3, s𝜆𝜈2.7, s
𝜆
2.8, s

𝛽
2.10, s2.11, s2.12, s

𝛿𝜈
2.15,

s𝛿2.16, s
𝜌𝛽𝜎
2.18, s

𝛽1𝛽2

2.19 , s
𝛽𝜎
2.20, s

𝛼𝛽1𝛽2

2.21 , s𝛼𝛽𝜎2.22 , s
𝛽𝜎
2.23, s

𝜎
2.24 and s𝜎2.25 cannot be used for

codimension-two Lie reductions of the equation (1.1) since the rank of these

subalgebras is less than two.

The subalgebras s02.9 and s𝜌𝛼𝛽2.17 contain the subalgebras s01.4 and s𝛽1.4,

respectively, and the one-dimensional subalgebras of s𝛿0𝛿
′

2.14 and s𝜆𝛿2.6 that are

spanned by the respective second basis elements are 𝐺-equivalent to s𝛽1.4 for

some 𝛽. All s𝛽1.4-invariant solutions were constructed in Section 2.4. This

is why we can neglect the subalgebras s𝜆𝛿2.6, s
0
2.9, s

𝛿0𝛿′
2.14 and s𝜌𝛼𝛽2.17 in the course

of carrying out codimension-two Lie reductions of the equation (1.1). The

same claim is true for the subalgebras s𝜆12.5, s
1
2.9 and s𝛿1𝛿

′

2.14 due to their relation

to the subalgebra s11.3.

For the subalgebras s𝜆𝜇2.5, s
𝜌
2.9 and s𝛿𝜈𝛿

′

2.14 with 𝜇, 𝜈 ̸= 0, 1 and 𝜌 ̸= 0, 1,
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the similar claim is relevant only partially since the representation (2.6)

for s𝜌1.3-invariant solutions is not explicit and involves quadratures of the

general solution of the inviscid Burgers equation. At the same time, the

Lie reductions associated with these subalgebras are simpler and essen-

tially differ from the remaining 𝐺-inequivalent Lie reductions. Moreover,

we were able to construct general solutions of all the corresponding reduced

equations either in an explicit form in terms of elementary functions and

the Lambert 𝑊 function or in a parametric form. This is why we consider

the above Lie reductions first.

The remaining subalgebras from the list in Lemma 2.4 are s𝜆2.1, s
𝜈
2.2, s

𝜈
2.3,

s2.4 and s2.13. They constitute the second collection of subalgebras to be

considered within the framework of Lie reductions. All the corresponding

invariant solutions are stationary. The integration of the involved reduced

equations is more complicated, and the construction of general or even par-

ticular solutions in certain closed form is possible only for some of them.

For each subalgebra in the second collection, we consider its counterparts

among inequivalent two-dimensional subalgebras of the algebra gL and as-

sociated 𝐺L-inequivalent Lie reductions of the nonlinear Lax representa-

tion (1.14). Some of these reductions help us in finding exact solutions to

the associated reduced equations.

Below, for each of the subalgebras s𝜆𝜇2.5 with 𝜇 ̸= 0, 1, s𝜌2.9 with 𝜌 ̸= 0, 1

and s𝛿𝜈𝛿
′

2.14 with 𝜈 ̸= 0, 1 (the first collection) and s𝜆2.1 with 𝜆 ̸= −1/3, s𝜈2.2,

s𝜈2.3, s2.4 and s2.13 (the second collection), we present an ansatz for the

related invariant solutions and the corresponding reduced equation, where

𝜙 = 𝜙(𝜔) is the new unknown functions of the single invariant variable 𝜔.

We also compute the subalgebra normalizers and induced symmetries (both

infinitesimal and discrete) of reduced equations. In reduced nonlinear Lax

representations, 𝜓 = 𝜓(𝜔) is one more unknown functions of the single

invariant variable 𝜔, which is associated with the unknown function 𝑞 in

the original nonlinear Lax representation (1.14).
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2.5.1. The first collection of reductions. In this subsection, we collect

the results for the subalgebras s𝜆𝜇2.5, s2.9 and s𝛿𝜈𝛿
′

2.14.

2.5. s𝜆𝜇2.5 =
⟨︀
𝐷𝑡(1) + 𝜆𝐷s, 𝑃 𝑥(e(𝜆−1)𝑡) + 𝜇𝑃 𝑦(e(𝜆−1)𝑡)

⟩︀
, 𝜇 ̸= 0, 1, |𝜇| ⩽ 1

(mod 𝐺):

𝑢 = e3𝜆𝑡𝜙− 𝜆− 1

6
(𝑥3 + 𝑦3), 𝜔 = e−𝜆𝑡(𝑦 − 𝜇𝑥);

2(𝜇3 − 1)𝜙𝜔𝜔𝜙𝜔𝜔𝜔 − 𝜔𝜙𝜔𝜔𝜔 + (3𝜆− 2)𝜙𝜔𝜔 = 0.

For any value of the parameter tuple (𝜆, 𝜇), the subalgebra s𝜆𝜇2.5 has the

same normalizer in g,

Ng(s
𝜆𝜇
2.5) =

⟨︀
𝐷𝑡(1), 𝐷s, 𝑃 𝑥(e(𝜆−1)𝑡) + 𝜇𝑃 𝑦(e(𝜆−1)𝑡),

− 𝜇𝑅𝑥(e2𝜆𝑡) +𝑅𝑦(e2𝜆𝑡), 𝑍(e3𝜆𝑡)
⟩︀
.

Reduced equation 2.5𝜆𝜇 is invariant with respect to the algebra

a2.5 = ⟨𝜔𝜕𝜔 + 3𝜙𝜕𝜙, 𝜕𝜙, 𝜔𝜕𝜙⟩

and the point transformation (𝜔̃, 𝜙) = (−𝜔,−𝜙) and, therefore, with re-

spect to the Lie group 𝐺2.5 that consists of the point transformations

𝜔̃ = 𝑎1𝜔, 𝜙 = 𝑎 3
1𝜙+ 𝑎2𝜔 + 𝑎3, where 𝑎1, 𝑎2 and 𝑎3 are arbitrary constants

with 𝑎1 ̸= 0. The vector fields 𝐷𝑡(1) + 𝜆𝐷s, 𝐷s, 𝑃 𝑥(e(𝜆−1)𝑡) + 𝜇𝑃 𝑦(e(𝜆−1)𝑡),

−𝜇𝑅𝑥(e2𝜆𝑡) + 𝑅𝑦(e2𝜆𝑡) and 𝑍(e3𝜆𝑡) from Ng(s
𝜆𝜇
2.5) induce the Lie-symmetry

vector fields 0, 𝜔𝜕𝜔 + 3𝜙𝜕𝜙, 0, 𝜔𝜕𝜙 and 𝜕𝜙 of reduced equation 2.5𝜆𝜇, re-

spectively. This means that the entire algebra a2.5 is induced by elements

of Ng(s
𝜆𝜇
2.5). Alternating the signs of (𝜔, 𝜙) is a discrete point symmetry

of reduced equation 2.5𝜆𝜇 and is induced by the discrete point symme-

try transformation Is := Ds(−1) of the original equation (1.1). Hence

the group 𝐺2.5 is entirely induced by the point symmetry group 𝐺 of the

original equation (1.1).

For any values of (𝜆, 𝜇), reduced equation 2.5𝜆𝜇 is satisfied by all 𝜙

with 𝜙𝜔𝜔 = 0 but such values of 𝜙 are 𝐺2.5-equivalent to 0 and, moreover,

corresponds to solutions of the equation (1.1) that are 𝐺-equivalent to the

zero solution 𝑢 = 0. Further we assume that 𝜙𝜔𝜔 ̸= 0.
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There are several values of 𝜆, for which the general solutions of the

corresponding reduced equation 2.5𝜆𝜇 can be represented in the closed form.

These are 𝜆 = 2/3, 𝜆 = 1/3, 𝜆 = 5/6 and 𝜆 = 1.

Solving of reduced equation 2.5𝜆𝜇 with 𝜆 = 2/3 degenerates to the in-

dependent consideration of two equations, the trivial equation 𝜙𝜔𝜔𝜔 = 0

and the equation 2(𝜇3 − 1)𝜙𝜔𝜔 = 𝜔. Solutions of the first equation corre-

spond to solutions of the equation (1.1) that are 𝐺-equivalent to the zero

solution 𝑢 = 0, whereas the second equation is a particular case of the

constraint 2(𝜇3 − 1)𝜙𝜔𝜔 = −3(𝜆 − 1)𝜔, whose solution set is contained in

that of reduced equation 2.5𝜆𝜇 for any 𝜆, and the associated solutions of

the equation (1.1) take, modulo the 𝐺-equivalence, the form

∙ 𝑢 =
𝜅

4(𝜇3 − 1)
(𝑦 − 𝜇𝑥)3 +

𝜅

6
(𝑥3 + 𝑦3) (2.8)

with 𝜅 := −(𝜆 − 1). Note that the solution (2.8) with fixed values of 𝜅

and 𝜇 is in fact invariant with respect to the three-dimensional subalgebra⟨︀
𝐷𝑡(1), 𝐷s, 𝑃 𝑥(e−𝜅𝑡) + 𝜇𝑃 𝑦(𝜈e−𝜅𝑡)

⟩︀
of g.

Below 𝜆 ̸= 2/3. We can integrate reduced equation 2.5𝜆𝜇 once in two

different ways. The first way uses the fact that the left-hand side of this

equation is a total derivative with respect to 𝜔, thus leading to the equation

(𝜇3 − 1)(𝜙𝜔𝜔)
2 − 𝜔𝜙𝜔𝜔 + (3𝜆− 1)𝜙𝜔 + 𝑐1 = 0, (2.9)

where 𝑐1 is the integration constant. The second way is to consider reduced

equation 2.5𝜆𝜇 as a first-order ordinary differential equation with respect

to 𝜙𝜔𝜔, which integrates to

𝜔 = −2

3

𝜇3 − 1

𝜆− 1
𝜙𝜔𝜔 + 𝑐2|𝜙𝜔𝜔|

1
3𝜆−2 if 𝜆 ̸= 1, (2.10)

𝜔 = −2(𝜇3 − 1)𝜙𝜔𝜔 ln |𝜙𝜔𝜔|+ 𝑐2𝜙𝜔𝜔 if 𝜆 = 1,

where 𝑐2 is another arbitrary constant, and the integrated equations can

be easily solved as algebraic equations with respect to 𝜙𝜔𝜔 for four values

of 𝜆, 𝜆 = 1/3, 𝜆 = 5/6, 𝜆 = 4/3 and 𝜆 = 1. Some of these values are also

singled out in the course of the further integration.
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Moreover, the case 𝜆 = 1/3 is singular from the point of view of gauging

the constant 𝑐1 by point symmetries of the corresponding reduced equation.

To be specific, in contrast to the other values of 𝜆, we cannot set 𝑐1 to be

equal to zero and can only assume that 𝑐1 ∈ {−1, 0, 1}. The equation (2.9)

with 𝜆 = 1/3 is easily solved. Its general solution is

𝜙 =
𝜔3 + 𝜀

√︀
(𝜔2 + 𝑐1)3

12(𝜇3 − 1)

+
𝜀𝑐1

4(𝜇3 − 1)

(︁
𝜔 ln

⃒⃒
𝜔 +

√︀
𝜔2 + 𝑐1

⃒⃒
−
√︀
𝜔2 + 𝑐1

)︁
+ 𝑐2𝜔 + 𝑐3,

where 𝜀 = ±1, and 𝑐2 and 𝑐3 are integration constants, which can be set

to be equal zero modulo the 𝐺2.5-equivalence. The corresponding family

of solutions of the equation (1.1) is

∙ 𝑢 = e𝑡
𝜔3 + 𝜀

√︀
(𝜔2 + 𝑐1)3

12(𝜇3 − 1)

+
𝜀𝑐1e

𝑡

4(𝜇3 − 1)

(︁
𝜔 ln

⃒⃒
𝜔 +

√︀
𝜔2 + 𝑐1

⃒⃒
−
√︀
𝜔2 + 𝑐1

)︁
+
𝑥3 + 𝑦3

9
,

where 𝜔 = e−𝑡/3(𝑦− 𝜇𝑥), 𝜀 = ±1, 𝜇 is an arbitrary constant with 𝜇 ̸= 0, 1,

and 𝑐1 ∈ {−1, 0, 1} (mod 𝐺2.5).

For 𝜆 = 5/6, 𝜆 = 4/3 and 𝜆 = 1, the general solutions of the corre-

sponding reduced equations 2.5𝜆𝜇 can also be represented in closed form,

where for convenience we use other integration constants 𝑏1, 𝑏2 and 𝑏3, and

𝜀 = ±1:

𝜆 =
5

6
: 𝜙 =

𝜇3 − 1

𝑏1
𝜔2 +

4𝜀

15𝑏 31

(︀
4(𝜇3 − 1)2 − 𝑏1𝜔

)︀5/2
+ 𝑏2𝜔 + 𝑏3,

𝜆 =
4

3
: 𝜙 = − 𝜔3

12(𝜇3 − 1)
+

𝑏 21𝜔
2

16(𝜇3 − 1)2

+ 𝜀𝑏1

(︀
𝑏 21 − 8(𝜇3 − 1)𝜔

)︀5/2
1920(𝜇3 − 1)4

+ 𝑏2𝜔 + 𝑏3,
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𝜆 = 1: 𝜙 = −𝜔318𝑧
2 + 15𝑧 + 4

216(𝜇3 − 1)𝑧3
+ 𝑏2𝜔 + 𝑏3,

𝑧 ∈
{︀
𝑊0(𝜔̃),𝑊−1(𝜔̃)

}︀
, 𝜔̃ := − 𝑏1𝜔

2(𝜇3 − 1)
,

where𝑊0 and𝑊−1 are the principal real and the other real branches of the

Lambert 𝑊 function, respectively. The solutions with 𝑏1 = 0 correspond

to solutions of the equation (1.1) that belong, up to the 𝐺-equivalence, to

the family (2.8). Hence we can assume that 𝑏1 ̸= 0 and thus set the gauges

𝑏1 = 1, 𝑏2 = 𝑏3 = 0 (mod 𝐺2.5). This leads to the following 𝐺-inequivalent

solutions of the equation (1.1) with 𝜀 = ±1 and an arbitrary constant

𝜇 ̸= 0, 1:

∙ 𝑢 = (𝜇3 − 1)e
5
6 𝑡(𝑦 − 𝜇𝑥)2 +

𝑥3 + 𝑦3

36

+
4𝜀

15
e

5
2 𝑡
(︀
4(𝜇3 − 1)2 − e−

5
6 𝑡(𝑦 − 𝜇𝑥)

)︀5/2
,

∙ 𝑢 = − (𝑦 − 𝜇𝑥)3

12(𝜇3 − 1)
+ e

4
3 𝑡

(𝑦 − 𝜇𝑥)2

16(𝜇3 − 1)2
− 𝑥3 + 𝑦3

18

+ 𝜀e4𝑡
(︀
1− 8(𝜇3 − 1)e−

4
3 𝑡(𝑦 − 𝜇𝑥)

)︀5/2
1920(𝜇3 − 1)4

,

∙ 𝑢 = −(𝑦 − 𝜇𝑥)3
18𝑧2 + 15𝑧 + 4

216(𝜇3 − 1)𝑧3
,

𝑧 ∈
{︀
𝑊0(𝜔̃),𝑊−1(𝜔̃)

}︀
, 𝜔̃ := −e−𝑡(𝑦 − 𝜇𝑥)

2(𝜇3 − 1)
.

For any 𝜆 ̸= 2/3, 1/3, 1, the general solution of reduced equation 2.5𝜆𝜇

can be represented in a parametric form in a uniform way. Considering

the derivative 𝜙𝜔𝜔 in the equations (2.9) and (2.10) as a parameter and

denoting it by 𝑠, we rewrite these equations as

𝜔 = −2

3

𝜇3 − 1

𝜆− 1
𝑠+ 𝑐2|𝑠|

1
3𝜆−2 , 𝜙𝜔 = −(𝜇3 − 1)𝑠2 − 𝜔𝑠+ 𝑐1

3𝜆− 1
.
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The associated parametric expression for 𝜙 =
∫︀
𝜙𝜔 d𝜔 is given by

𝜙 =(𝜇3 − 1)
4(𝜇3 − 1)𝑠− 3𝜔

27𝜆(2𝜆− 1)
𝑠2 − (𝜇3 − 1)𝑠− 𝜔

3𝜆(3𝜆− 1)
𝜔𝑠

− 𝑐1𝜔

3𝜆− 1
+ 𝑐3 if 𝜆 ̸= 0,

1

2
,
1

3
,

𝜙 =
2

27
(𝜇3 − 1)2𝑠3 − 5

9
𝑐2(𝜇

3 − 1)|𝑠|3/2 + 𝑐 22
2
sgn(𝑠) ln |𝑠|

+ 𝑐1𝜔 + 𝑐3 if 𝜆 = 0,

𝜙 =
8

27
(𝜇3 − 1)2𝑠3 +

4

3
𝑐2(𝜇

3 − 1) ln |𝑠|+ 4𝑐 22
3𝑠3

+ 2𝑐1𝜔 + 𝑐3 if 𝜆 =
1

2
.

(2.11)

Note that the value 𝑐2 = 0 corresponds to solutions of the form (2.8) and

can be excluded from the consideration. Thus, we can assume 𝑐2 ̸= 0 and

thus set 𝑐2 = 1, 𝑐1 = 𝑐3 = 0 (mod 𝐺2.5). This leads to the following

𝐺-inequivalent solutions of the equation (1.1):

∙ 𝑢 = e3𝜆𝑡𝜙− 𝜆− 1

6
(𝑥3 + 𝑦3),

where 𝜆 ̸= 2/3, 1/3, 1, 𝜇 ̸= 0, 1, and the function 𝜙 is defined by the ap-

propriate equation from (2.11) with 𝑐2 = 1, 𝑐1 = 𝑐3 = 0, 𝜔 := e−𝜆𝑡(𝑦−𝜇𝑥),

and additionally the function 𝑠 = 𝑠(𝜔) is implicitly defined as a solution

of the Lambert’s transcendental equation

|𝑠|
1

3𝜆−2 − 2

3

𝜇3 − 1

𝜆− 1
𝑠 = 𝜔. (2.12)

In fact, the elementary solvability of this equation for 𝜆 ∈ {5/6, 4/3} as

a quadratic equation with respect to a degree of 𝑠 has been used above

for deriving explicit solutions of the equation (1.1). The equation (2.12)

can also be solved for some other values of 𝜆 as algebraic equations with

respect to certain degrees of 𝑠, which results in explicit expressions for

the general solutions of the corresponding reduced equation 2.5𝜆𝜇. Thus,

(3𝜆− 2)−1 = −1/2,−2, 3, 1/3 for 𝜆 = 0, 1/2, 7/9, 5/3, respectively, and the
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corresponding equations (2.12) are cubic equations with respect to certain

degrees of 𝑠 and, therefore, can be solved, e.g., using the Cardano formula.

2.9. s𝜌2.9 =
⟨︀
𝐷s, 𝑃 𝑥(1)+𝑃 𝑦(𝜌)

⟩︀
, 𝜌 ̸≡ 1 for any open interval in the domain

of 𝜌 and 𝜌(𝑡) ̸= 0 for any 𝑡 in this domain:

𝑢 =
(𝑦 − 𝜌𝑥)3

𝜌3
𝜙− 𝜌𝑡

6𝜌
𝑦3, 𝜔 = 𝑡; 𝜙𝜔 = −12

𝜌3 − 1

𝜌3
𝜙2.

The normalizer of the subalgebra s𝜌2.9 in g is

Ng(s
𝜌
2.9) =

⟨︀
𝐷s, 𝑃 𝑥(1) + 𝑃 𝑦(𝜌)

⟩︀
if 𝜌𝑡 ̸= 0,

Ng(s
𝜌
2.9) =

⟨︀
𝐷𝑡(1), 𝐷𝑡(𝑡), 𝐷s, 𝑃 𝑥(1) + 𝑃 𝑦(𝜌)

⟩︀
if 𝜌𝑡 = 0.

Since reduced equation 2.9𝜌 is a first-order ordinary differential equation,

its maximal Lie invariance algebra a𝜌2.9 is infinite-dimensional. The nor-

malizer Ng(s
𝜌
2.9) induces merely the zero subalgebra of the algebra a𝜌2.9 and

its subalgebra ⟨𝜕𝜔, 𝜔𝜕𝜔−𝜙𝜕𝜙⟩ if 𝜌𝑡 ̸= 0 and 𝜌𝑡 = 0, respectively. Therefore,

the original equation (1.1) admits an infinite number of linearly indepen-

dent hidden symmetries that are associated with reduced equation 2.9𝜌.

Nevertheless, these hidden symmetries are not of great interest in view of

the trivial integrability of reduced equation 2.9𝜌. Separating the variables

in the reduced equation, we integrate it and substitute the obtained expres-

sion for 𝜙 into the ansatz, which gives the following a family of solutions

of (1.1) (cf. reduction 1.3):

∙ 𝑢 =

(︂∫︁
𝜌3 − 1

𝜌3
d𝑡

)︂−1
(𝑦 − 𝜌𝑥)3

12𝜌3
− 𝜌𝑡

6𝜌
𝑦3.

2.14. s𝛿𝜈𝛿
′

2.14 =
⟨︀
𝐷𝑡(1)+ 𝛿𝐷s, 𝑃 𝑥(e𝛿𝑡)+𝜈𝑃 𝑦(e𝛿𝑡)+ 𝛿′𝑅𝑦(e2𝛿𝑡)

⟩︀
, 𝛿, 𝛿′ ∈ {0, 1},

𝜈 ̸=0, 1, |𝜈|⩽1 (mod 𝐺):

𝑢 = e3𝛿𝑡𝜙− 𝛿

6
(𝑥3 + 𝑦3) +

𝛿′

2𝜈
e𝛿𝑡𝑦2, 𝜔 = e−𝛿𝑡(𝑦 − 𝜈𝑥);

2𝜈(𝜈3 − 1)𝜙𝜔𝜔𝜙𝜔𝜔𝜔 = 𝛿′𝜙𝜔𝜔𝜔 − 3𝜈𝛿𝜙𝜔𝜔.
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Depending on values of (𝛿, 𝛿′), the normalizer of the subalgebra s𝛿𝜈𝛿
′

2.14

in g is one of the following:

Ng(s
0𝜈0
2.14) = ⟨𝐷𝑡(1), 𝐷𝑡(𝑡), 𝐷s, 𝑃 𝑥(1), 𝑃 𝑦(1), −𝜈𝑅𝑥(1) +𝑅𝑦(1), 𝑍(1)⟩,

Ng(s
0𝜈1
2.14) = ⟨𝐷𝑡(1), 𝐷𝑡(𝑡) + 2

3𝐷
s, 𝑃 𝑥(1), 𝑃 𝑦(1) +𝑅𝑥(1),

− 𝜈𝑅𝑥(1) +𝑅𝑦(1), 𝑍(1)⟩,

Ng(s
1𝜈0
2.14) = ⟨𝐷𝑡(1), 𝐷s, 𝑃 𝑥(e𝑡), 𝑃 𝑦(e𝑡), −𝜈𝑅𝑥(e2𝑡) +𝑅𝑦(e2𝑡), 𝑍(e3𝑡)⟩,

Ng(s
1𝜈1
2.14) = ⟨𝐷𝑡(1) +𝐷s, 𝑃 𝑥(e𝑡), 𝑃 𝑦(e𝑡) +𝑅𝑥(e2𝑡),

− 𝜈𝑅𝑥(e2𝑡) +𝑅𝑦(e2𝑡), 𝑍(e3𝑡)⟩.

Therefore, the vector fields 𝐷𝑡(1) + 𝛿𝐷s, 𝑃 𝑥(e𝛿𝑡), 𝑃 𝑦(e𝛿𝑡) + 𝛿′𝑅𝑥(e2𝛿𝑡),

−𝜈𝑅𝑥(e2𝛿𝑡) +𝑅𝑦(e2𝛿𝑡) and 𝑍(e3𝛿𝑡) belong to Ng(s
𝛿𝜈𝛿′
2.14) with the correspond-

ing value of (𝛿, 𝛿′) and induce the Lie-symmetry vector fields 0, −𝜈𝜕𝜔,
𝜕𝜔 − 𝛿′𝜈𝜔𝜕𝜙, 𝜔𝜕𝜙 and 𝜕𝜙 of reduced equation 2.14𝛿𝜈𝛿

′
, respectively. For

any values of (𝛿, 𝜈, 𝛿′), reduced equation 2.14𝛿𝜈𝛿
′
is invariant with respect

to the algebra a2.14 = ⟨𝜕𝜔, 𝜕𝜙, 𝜔𝜕𝜙⟩ and, therefore, with respect to the cor-

responding Lie group 𝐺2.14, which consists of the point transformations

𝜔̃ = 𝜔+ 𝑎1, 𝜙 = 𝜙+ 𝑎2𝜔+ 𝑎3, where 𝑎1, 𝑎2 and 𝑎3 are arbitrary constants.

The group 𝐺2.14 is entirely induced by the point symmetry group 𝐺 of the

original equation (1.1). For any values of (𝛿, 𝜈, 𝛿′), reduced equation 2.14𝛿𝜈𝛿
′

is satisfied by all 𝜙 with 𝜙𝜔𝜔 = 0 but such values of 𝜙 are 𝐺2.14-equivalent

to 0 and, moreover, correspond to solutions of the equation (1.1) that are

𝐺-equivalent to the zero solution 𝑢 = 0. Further we can consider only

solutions with 𝜙𝜔𝜔 ̸= 0.

Consider the case 𝛿 = 0. Reduced equation 2.140𝜈𝛿
′
degenerates to the

elementary equation 𝜙𝜔𝜔𝜔 = 0 whose maximal Lie invariance algebra is well

known, a0𝜈𝛿
′

2.14 = ⟨𝜕𝜔, 𝜔𝜕𝜔, 𝜔2𝜕𝜔 + 2𝜔𝜙𝜕𝜙, 𝜕𝜙, 𝜔𝜕𝜙, 𝜔
2𝜕𝜙, 𝜙𝜕𝜙⟩. In addition

to the Lie-symmetry vector fields 𝜕𝜔, 𝜕𝜙 and 𝜔𝜕𝜙, which are induced as in

the general case, elements of the normalizer Ng(s
0𝜈𝛿′
2.14) induce 𝜔𝜕𝜔 + 2𝜙𝜕𝜙

if 𝛿′ = 1 and 𝜔𝜕𝜔 and 𝜙𝜕𝜙 if 𝛿′ = 0. Any element of a0𝜈𝛿
′

2.14 involving at

least one of the basis vector fields 𝜔2𝜕𝜔 + 2𝜔𝜙𝜕𝜙, 𝜔
2𝜕𝜙 and, if 𝛿′ = 1,
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𝜔𝜕𝜔 + 𝑎𝜙𝜕𝜙 with 𝑎 ̸= 2 is a hidden symmetry of the equation (1.1). All

the corresponding solutions of the equation (1.1) are 𝐺-equivalent to either

the zero solution 𝑢 = 0 or solutions of the form (2.7) with 𝛽 = const.

Reduced equation 2.141𝜈0 is factored out to
(︀
2(𝜈3−1)𝜙𝜔𝜔𝜔+3

)︀
𝜙𝜔𝜔 = 0.

Therefore, its solution set is the disjoint union of the solution sets of the

equations 2(𝜈3 − 1)𝜙𝜔𝜔𝜔 + 3 = 0 and 𝜙𝜔𝜔 = 0. This implies that the

maximal Lie invariance algebra a1𝜈02.14 of reduced equation 2.141𝜈0 is the

intersection of the maximal Lie invariance algebras of the above equations,

a1𝜈02.14 = ⟨𝜕𝜔, 𝜕𝜙, 𝜔𝜕𝜙, 𝜔𝜕𝜔 + 3𝜙𝜕𝜙⟩. The entire algebra a1𝜈02.14 is induced by

Ng(s
1𝜈0
2.14). Thus, the case (𝛿, 𝛿′) = (1, 0) leads, modulo the 𝐺-equivalence,

to the solutions of the equation (1.1) that are of the form (2.8) with 𝜅 = −1

and 𝜇 = 𝜈.

Consider the case 𝛿𝛿′ ̸= 0. Thus, 𝛿 = 1. We neglect the gauge 𝛿′ = 1,

set 𝛿′ to another value, 𝛿′ = −𝜈(𝜈3− 1), and denote 𝜅 := −3(𝜈3− 1)−1. As

a result, we need to solve the equation(︀
(𝜙𝜔𝜔)

2 + 𝜙𝜔𝜔 − 𝜅𝜙𝜔

)︀
𝜔
= 0.

We integrate it once, deriving (𝜙𝜔𝜔)
2 + 𝜙𝜔𝜔 − 𝜅𝜙𝜔 − 𝑐1 = 0, 𝑐1 is an

integration constant, and solve the integrated equation with respect to 𝜙𝜔𝜔,

𝜙𝜔𝜔 = −1

2
± 1

2

√︀
4𝜅𝜙𝜔 + 1 + 4𝑐1.

The maximal Lie invariance algebra of reduced equation 2.141𝜈𝛿
′
coincides

with the common invariance algebra a2.14 of case 2.14. Modulo the induced

𝐺2.14-equivalence, we can set 1 + 4𝑐1 = 0. Separating the variables in the

resulting equation, denoting 𝑧 := −1±
√
4𝜅𝜙𝜔 and integrating once more,

we obtain 𝑧 + ln |𝑧| = 𝜅(𝜔 + 𝑐2), where 𝑐2 is another integration constant

that also can be set to be equal zero up to the 𝐺2.14-equivalence. In other

words, we derive the equation

𝜔 = 𝐹 (𝜙𝜔) :=
𝑧 + ln |𝑧|

𝜅

⃒⃒⃒⃒
𝑧=−1±

√
4𝜅𝜙𝜔

,
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and its general solution can be represented in parametric form as

𝜔 = 𝐹 (𝜁) with 𝜁 :=
(𝑧 + 1)2

4𝜅
,

𝜙 =

∫︁
𝜁
d𝐹

d𝜁
(𝜁) d𝜁 =

∫︁
(𝑧 + 1)3

4𝜅2𝑧
d𝑧 =

1

4𝜅2

(︂
𝑧3

3
+

3

2
𝑧2 + 2𝑧

)︂
+
𝜔

4𝜅
+ 𝑐3,

where 𝑐3 is one more integration constant that also can be set to be equal

to zero up to the 𝐺2.14-equivalence. The summand 𝜔/(4𝜅) can be ne-

glected using the 𝐺2.14-equivalence as well. Since 𝑧e𝑧 = ±e𝜅𝜔, we have

that 𝑧 ∈
{︀
𝑊0(e

𝜅𝜔), 𝑊0(−e𝜅𝜔), 𝑊−1(−e𝜅𝜔)
}︀
, where 𝑊0 and 𝑊−1 again de-

note the principal real and the other real branches of the Lambert 𝑊

function, respectively. As a result, we show that any solution of reduced

equation 2.14𝛿𝜈𝛿
′
with 𝛿𝛿′ ̸= 0 is 𝐺2.14-equivalent to one of the solutions

𝜙 =
1

4𝜅2

(︂
𝑧3

3
+

3

2
𝑧2 + 2𝑧

)︂
, 𝑧 ∈

{︀
𝑊0(e

𝜅𝜔), 𝑊0(−e𝜅𝜔), 𝑊−1(−e𝜅𝜔)
}︀
.

The corresponding 𝐺-equivalent solutions of the equation (1.1) take the

form

∙ 𝑢 =
(𝜈3 − 1)2

36
e3𝑡
(︂
𝑧3

3
+

3

2
𝑧2 + 2𝑧

)︂
− 1

6
(𝑥3 + 𝑦3)− 𝜈3 − 1

2
e𝑡𝑦2,

where 𝑧 ∈
{︀
𝑊0(e

𝜅𝜔), 𝑊0(−e𝜅𝜔), 𝑊−1(−e𝜅𝜔)
}︀
with 𝜔 := e−𝑡(𝑦 − 𝜈𝑥) and

𝜅 := −3(𝜈3 − 1)−1.

2.5.2. The second collection of reductions. The reduced ordinary

differential equations that are obtained from the equation (1.1) by Lie re-

ductions using the two-dimensional subalgebras from the second selected

collection are cumbersome and among them there are three one-parameter

families of equations, which complicates the computation of Lie and, more-

over, point symmetries of these equations. At the same time, there is a

more essential obstacle even for computing Lie symmetries just using the

standard Lie approach augmented with specialized computer-algebra pack-

ages. The general form of the above reduced equations is

𝑀(𝜔, 𝜙, 𝜙𝜔, 𝜙𝜔𝜔)𝜙𝜔𝜔𝜔 +𝑁(𝜔, 𝜙, 𝜙𝜔, 𝜙𝜔𝜔) = 0,
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where 𝑀 and 𝑁 are respectively specific first- and second-degree polyno-

mials in (𝜙, 𝜙𝜔, 𝜙𝜔𝜔) with coefficients polynomially depending on 𝜔 that in

addition satisfy the conditions

𝑀𝜙𝜔𝜔
̸= 0 or

𝑀𝜙𝜔𝜔
= 0,𝑀𝜙𝜔

(3𝑀𝜙𝜔
+𝑁𝜙𝜔𝜔𝜙𝜔𝜔

)(6𝑀𝜙𝜔
+𝑁𝜙𝜔𝜔𝜙𝜔𝜔

) ̸= 0.
(2.13)

Some of these equations cannot be represented in normal form due to their

degeneration, and the solution set of each of them splits into two parts

that are singled out by the constraints 𝑀 ̸= 0 and 𝑀 = 𝑁 = 0, re-

spectively. The left-hand sides of several of them even admit algebraic

factorizations. Therefore, the maximal Lie invariance algebra of such an

equation 𝑀𝜙𝜔𝜔𝜔 +𝑁 = 0 is the intersection of the maximal Lie invariance

algebras of the equation 𝜙𝜔𝜔𝜔 = −𝑁/𝑀 with 𝑀 ̸= 0 and of the (overde-

termined) system 𝑀 = 𝑁 = 0. We prove that under the conditions (2.13),

any Lie-symmetry vector field of the equation 𝜙𝜔𝜔𝜔 = −𝑁/𝑀 is necessar-

ily of the form 𝜉𝜕𝜔 + (𝜂1𝜙 + 𝜂0)𝜕𝜙, where 𝜉, 𝜂
1 and 𝜂0 are functions of 𝜔,

and then the computation of the maximal Lie invariance algebra of this

equation can be easily completed with a computer-algebra system even

in the case of presence of a parameter. After reducing the corresponding

system 𝑀 = 𝑁 = 0 to a passive form, we also find its maximal Lie in-

variance algebra if its solution set is nonempty. For each family of reduced

equations under study in this section, the construction of its point sym-

metry group is specific and is carried out using the algebraic method by

Hydon [60–62].

2.1. s𝜆2.1 =
⟨︀
𝐷𝑡(1), 𝐷𝑡(𝑡) + 𝜆𝐷s

⟩︀
, 𝜆 ̸= −1/3:

𝑢 = |𝑥|𝜅𝜙, 𝜔 =
𝑦

𝑥
, 𝜅 :=

9𝜆

3𝜆+ 1
;(︀

2𝜔(𝜔3 − 1)𝜙𝜔𝜔 − (𝜅− 1)(3𝜔3 − 1)𝜙𝜔 + 𝜅(𝜅− 1)𝜔2𝜙
)︀
𝜙𝜔𝜔𝜔

− (𝜅− 2)
(︀
(5𝜔3 − 1)𝜙𝜔𝜔

2 − (𝜅− 1)𝜔(11𝜔𝜙𝜔 − 3𝜅𝜙)𝜙𝜔𝜔

+ (𝜅− 1)2(5𝜔𝜙𝜔 − 2𝜅𝜙)𝜙𝜔

)︀
= 0.
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In view of its definition, the parameter 𝜅 cannot be equal to 3 but we can

neglect this fact by uniting reduction 2.1 with reduction 2.13, which can be

considered as corresponding to the values 𝜆 = ±∞ and 𝜅 = 3, see below.

Note that it is convenient to assume the family of reduced equations 2.1

to be parameterized 𝜅 instead of 𝜆.

The associated system 𝑀 = 𝑁 = 0 is equivalent to the equation

𝜙𝜔 = 0 if 𝜅 = 0,

𝜙𝜔𝜔 = 0 if 𝜅 = 1,

2𝜔(𝜔3 − 1)𝜙𝜔𝜔 − (3𝜔3 − 1)𝜙𝜔 + 2𝜔2𝜙 = 0 if 𝜅 = 2,

(𝑤3 + 1)𝜙𝜔 = 3𝜔2𝜙 if 𝜅 = 3,

(𝑤6 − 10𝑤3 + 1)𝜙𝜔 = 6𝜔2(𝑤3 − 5)𝜙 if 𝜅 = 6,

𝜙 = 0 otherwise.

The corresponding solutions of the original equation (1.1) belong to the

family of trivial solutions (2.1), except the cases 𝜅 = 2, see the considera-

tion of this case below, and 𝜅 = 6, with the polynomial solutions

𝑢 = 𝑐1(𝑥
6 − 10𝑥3𝑦3 + 𝑦6)

of (1.1), where 𝑐1 is an arbitrary constant.

The normalizer of the subalgebra s𝜆2.1 in g is

Ng(s
𝜆
2.1) =

⟨︀
𝐷𝑡(1), 𝐷𝑡(𝑡), 𝐷s

⟩︀
if 𝜆 ̸= 0, 1/6,

Ng(s
0
2.1) =

⟨︀
𝐷𝑡(1), 𝐷𝑡(𝑡), 𝐷s, 𝑍(1)

⟩︀
,

Ng(s
1/6
2.1 ) =

⟨︀
𝐷𝑡(1), 𝐷𝑡(𝑡), 𝐷s, 𝑅𝑥(1), 𝑅𝑦(1)

⟩︀
.

For a general value 𝜆 ̸= −1/3, the vector fields 𝐷𝑡(1), 3𝐷𝑡(𝑡) and 𝐷s

induce the Lie-symmetry vector fields 0, −𝜅𝜙𝜕𝜙 and (3−𝜅)𝜙𝜕𝜙 of reduced

equation 2.1𝜅, whereas for 𝜆 = 0 and 𝜆 = 1/6 (i.e., 𝜅 = 0 and 𝜅 = 1)

we in addition have inductions 𝜕𝜙 by 𝑍(1) and 𝜕𝜙 and 𝜔𝜕𝜙 by 𝑅𝑥(1) and

𝑅𝑦(1), respectively. The discrete point symmetry transformations J and Is
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of the equation (1.1), see Corollary 1.4, induce the discrete point symmetry

transformations

(𝜔̃, 𝜙) = (𝜔−1, |𝜔|−𝜅𝜙) and (𝜔̃, 𝜙) = (𝜔,−𝜙)

of reduced equation 2.1𝜅 for any 𝜅, respectively, whereas the discrete point

symmetry transformation Ii of the equation (1.1) corresponds to the iden-

tity transformation of (𝜔, 𝜙).

For a general value 𝜆 ̸= −1/3, the subalgebra s𝜆2.1 has, up to the 𝐺L-

equivalence, a single counterpart among subalgebras of the algebra gL,

s̄𝜆2.1 =
⟨︀
𝐷̄𝑡(1), 𝐷̄𝑡(𝑡) + 𝜆𝐷̄s

⟩︀
. This is why ansatz 2.1 is extended to 𝑣 as

𝑣 = |𝑥|𝜅/2𝜓, and the nonlinear Lax representation (1.14) reduces to the

system

12(𝜅− 1)
(︀
2(𝜔3 + 1)𝜓𝜔 − 𝜅𝜔2𝜓

)︀
𝜙𝜔

− 12𝜅(𝜅− 1)𝜔
(︀
2𝜔𝜓𝜔 − 𝜅𝜓

)︀
𝜙+ 16𝜔(𝜔3 − 1)𝜓 3

𝜔

− 12𝜅(𝜔3 − 1)𝜓𝜓 2
𝜔 + 𝜅3𝜔𝜓3 = 0,

𝜔𝜙𝜔𝜔 − (𝜅− 1)𝜙𝜔 + 𝜔𝜓 2
𝜔 − 𝜅

2
𝜓𝜓𝜔 = 0.

(2.14)

For each of the values 𝜆 = 0 and 𝜆 = 2/3, where 𝜅 = 0 and 𝜅 = 2,

there is another counterpart of the subalgebra s𝜆2.1 among subalgebras of

the algebra gL that is 𝐺L-inequivalent to the subalgebra s̄𝜆2.1,

s̄02.1′ =
⟨︀
𝐷̄𝑡(1), 𝐷̄𝑡(𝑡) +

1

3
𝑃 𝑣
⟩︀

and s̄
2/3
2.1′ =

⟨︀
𝐷̄𝑡(1)+𝑃 𝑣, 𝐷̄𝑡(𝑡) +

2

3
𝐷̄s
⟩︀
,

respectively. This results in one more 𝐺L-inequivalent extension of

ansatz 2.1 to 𝑣 for each of these values of 𝜆, 𝑣 = 𝜓+ ln |𝑥| and 𝑣 = 𝑥𝜓+ 𝑡.

The corresponding reduced systems are

3
(︀
(𝜔3 + 1)𝜓𝜔 − 𝜔2

)︀
𝜙𝜔 − 2𝜔(𝜔3 − 1)𝜓 3

𝜔 + 3(𝜔3 − 1)𝜓 2
𝜔 − 𝜔 = 0,

𝜔𝜙𝜔𝜔 + 𝜙𝜔 + 𝜔𝜓 2
𝜔 − 𝜓𝜔 = 0

and

3
(︀
(𝜔3 + 1)𝜓𝜔 − 𝜔2𝜓

)︀
𝜙𝜔 − 6𝜔(𝜔𝜓𝜔 − 𝜓)𝜙

+ 2𝜔(𝜔3 − 1)𝜓 3
𝜔 − 3(𝜔3 − 1)𝜓𝜓 2

𝜔 + 𝜔𝜓3 − 3𝜔 = 0,

𝜔𝜙𝜔𝜔 − 𝜙𝜔 + 𝜔𝜓 2
𝜔 − 𝜓𝜓𝜔 = 0.
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For the specific values 𝜅 ∈ {0, 1, 2} or, equivalently, 𝜆 ∈ {0, 1/6, 2/3},
we are able to construct more solutions than for the other values.

𝜅 = 2. The solution set of reduced equation 2.1𝜅 with 𝜅 = 2, i.e., 𝜆 = 2/3,

is a union of the solution sets of the equations

𝜙𝜔𝜔𝜔 = 0 and 2𝜔(𝜔3 − 1)𝜙𝜔𝜔 − (3𝜔3 − 1)𝜙𝜔 + 2𝜔2𝜙 = 0,

whose intersection consists only of the zero solution 𝜙 = 0. It can be proved

that the maximal Lie invariance algebra a22.1 of reduced equation 2.12 is the

intersection of the maximal Lie invariance algebras of the above equations,

a22.1 = ⟨𝜙𝜕𝜙⟩, and thus it is induced by Ng(s
2
2.1).

The solutions of the first equation are not interesting since each related

solution of the equation (1.1) is 𝐺-equivalent to either the zero solution

𝑢 = 0 or the solution (2.7) with 𝛽 = 1. The general solution of the second

equation is

𝜙 = 𝑐1(𝜔
3/2 + 1)4/3 + 𝑐2(𝜔

3/2 − 1)4/3 for 𝜔 ⩾ 0,

𝜙 = (1− 𝜔3)2/3
(︂
𝑐1 cos

(︂
4

3
arctan |𝜔|3/2

)︂
+ 𝑐2 sin

(︂
4

3
arctan |𝜔|3/2

)︂)︂
for 𝜔 ⩽ 0,

where 𝑐1 and 𝑐2 are arbitrary constants, and one of them, if nonzero, can

be set to one by induced symmetries of reduced equation 2.12. This leads

to the following solutions of the equation (1.1):

∙ 𝑢 = 𝑐1(|𝑥|3/2 + |𝑦|3/2)4/3 + 𝑐2(|𝑦|3/2 − |𝑥|3/2)4/3 for 𝑥𝑦 ⩾ 0,

∙ 𝑢 = (𝑥3 − 𝑦3)2/3
(︂
𝑐1 cos

(︂
4

3
arctan

⃒⃒⃒𝑦
𝑥

⃒⃒⃒3/2)︂
+ 𝑐2 sin

(︂
4

3
arctan

⃒⃒⃒𝑦
𝑥

⃒⃒⃒3/2)︂)︂
for 𝑥𝑦 ⩽ 0,

where 𝑐1 and 𝑐2 are arbitrary constants, and one of them, if nonzero, can

be set to one up to the 𝐺-equivalence.
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𝜅 = 1. The solution set of reduced equation 2.1𝜅 with 𝜅 = 1, i.e., 𝜆 = 1/6,

coincides with that of the equation

2𝜔(𝜔3 − 1)𝜙𝜔𝜔𝜔 + (5𝜔3 − 1)𝜙𝜔𝜔 = 0

and thus consists of the functions

𝜙 = 𝑐1𝜙
0(𝜔) + 𝑐2𝜔+ 𝑐3 with 𝜙0(𝜔) := |𝜔|3/2 3𝐹2

(︂
1

6
,
1

2
,
2

3
;
7

6
,
3

2
;𝑤3

)︂
,

where 𝑝𝐹𝑞(𝑎1, . . . , 𝑎𝑝; 𝑏1, . . . , 𝑏𝑞; 𝑧) is the generalized hypergeometric func-

tion. Hence the maximal Lie invariance algebra of reduced equation 2.11

is a12.1 = ⟨𝜕𝜙, 𝜔𝜕𝜙, 𝜙0(𝜔)𝜕𝜙, 𝜙𝜕𝜙⟩, and its subalgebra induced by Ng(s
1
2.1) is

⟨𝜕𝜙, 𝜔𝜕𝜙, 𝜙𝜕𝜙⟩, i.e., any element of a12.1 with nonzero coefficient of 𝜙0(𝜔)𝜕𝜙

is a hidden Lie-symmetry of the equation (1.1) that is associated with

reduction 2.11.

Up to induced symmetries of reduced equation 2.11, we can set 𝑐1 = 1,

and 𝑐2 = 𝑐3 = 0. Thus, the only corresponding 𝐺-inequivalent solutions of

the equation (1.1) is

∙ 𝑢 =

√︃⃒⃒⃒⃒
𝑦3

𝑥

⃒⃒⃒⃒
3𝐹2

(︂
1

6
,
1

2
,
2

3
;
7

6
,
3

2
;
𝑦3

𝑥3

)︂
.

𝜅 = 0. The maximal Lie invariance algebra a02.1 of reduced equation 2.10 is

equal to ⟨𝜕𝜙, 𝜙𝜕𝜙⟩, and thus it is entirely induced by Ng(s
0
2.1). The reduced

system (2.14) with 𝜅 = 0 degenerates to

𝜓𝜔

(︀
3(𝜔3 + 1)𝜙𝜔 − 2𝜔(𝜔3 − 1)𝜓 2

𝜔

)︀
= 0,

𝜔𝜙𝜔𝜔 + 𝜙𝜔 + 𝜔𝜓 2
𝜔 = 0.

(2.15)

It is obvious that the integration of the system (2.15) splits into two cases.

If 𝜓𝜔 = 0, then it is equivalent to the equation 𝜔𝜙𝜔𝜔+𝜙𝜔 = 0, whose general

solution is 𝜙 = 𝑐1 ln |𝜔| + 𝑐0 and gives only trivial solutions of (1.1) from

the family (2.1). Under the constraint 𝜓𝜔 ̸= 0, we easily exclude 𝜓𝜔 from

the system (2.15) and derive the equation 2𝜔(𝜔3−1)𝜙𝜔𝜔+(5𝜔3+1)𝜙𝜔 = 0.
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The general solution of this equation is

𝜙 = 𝑐1 ln

⃒⃒⃒⃒
𝜔3/2 + 1

𝜔3/2 − 1

⃒⃒⃒⃒
+ 𝑐2 for 𝜔 ⩾ 0,

𝜙 = 𝑐1 arctan |𝜔|3/2 + 𝑐2 for 𝜔 ⩽ 0.

Up to induced symmetries of reduced equation 2.10, we can set 𝑐1 = 1, and

𝑐2 = 0. This leads to the following solutions of the equation (1.1):

∙ 𝑢 = ln

⃒⃒⃒⃒
|𝑥|3/2 + |𝑦|3/2

|𝑥|3/2 − |𝑦|3/2

⃒⃒⃒⃒
for 𝑥𝑦 ⩾ 0,

∙ 𝑢 = arctan
⃒⃒⃒𝑦
𝑥

⃒⃒⃒3/2
for 𝑥𝑦 ⩽ 0.

The independent variable 𝜔 and the ratio 𝜙𝜔𝜔/𝜙𝜔 are the lowest-order

differential invariants of the solvable algebra a02.1. Therefore, the change of

dependent variable 𝑝 = 𝜙𝜔𝜔/𝜙𝜔 lowers the order of reduced equation 2.10

by two. The derived equation

(2𝜔(𝜔3−1)𝑝+3𝜔3−1)𝑝𝜔+2𝜔(𝜔3−1)𝑝3+(13𝜔3−3)𝑝2+22𝑝𝜔2+10𝜔 = 0

integrates to(︀
𝜔(𝜔3 − 1)2𝑝2 + (3𝜔3 − 1)(𝜔3 − 1)𝑝+ 𝜔2(2𝜔3 − 5)

)︀3(︀
2𝜔(𝜔3 − 1)𝑝+ 5𝜔3 + 1

)︀4(︀
𝜔𝑝+ 1

)︀2 = 𝑐1.

Substituting 𝜙𝜔𝜔/𝜙𝜙 for 𝑝 into the last equation, we obtain the first integral

of reduced equation 2.10. We are not able to integrate further for the

general value of 𝑐1. Nevertheless, setting 𝑐1 = 0 simplifies the equation

into be integrated to the equation

𝜔(𝜔3 − 1)2𝜙 2
𝜔𝜔 + (3𝜔3 − 1)(𝜔3 − 1)𝜙𝜔𝜔𝜙𝜔 + 𝜔2(2𝜔3 − 5)𝜙 2

𝜔 = 0,

which is easily solved as a quadratic equation with respect to 𝜙𝜔𝜔/𝜙𝜔 and

integrated twice. As a result, we construct the following solution of reduced

equation 2.1𝜅 with 𝜅 = 0:

𝜙 =

∫︁
|𝑠+ 7 +𝐾|

1
6 |7𝑠+ 1 +𝐾|

1
6 (2𝑠+ 2−𝐾)

2
3

3𝑠(𝑠− 1)

⃒⃒⃒⃒
𝐾=

√
𝑠2+14𝑠+1

d𝑠

⃒⃒⃒⃒
𝑠=𝜔3

.
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The corresponding solution of the original equation (1.1) is

∙ 𝑢 =

∫︁
|𝑠+ 7 +𝐾|

1
6 |7𝑠+ 1 +𝐾|

1
6 (2𝑠+ 2−𝐾)

2
3

3𝑠(𝑠− 1)

⃒⃒⃒⃒
𝐾=

√
𝑠2+14𝑠+1

d𝑠

⃒⃒⃒⃒
𝑠= 𝑦3

𝑥3

.

For the general value of 𝜅, 𝜅 ̸= 0, 1, 2, all Lie and discrete point sym-

metries of the associated equation 𝜙𝜔𝜔𝜔 = −𝑁/𝑀 are symmetries of the

system 𝑀 = 𝑁 = 0. This is why the maximal Lie invariance algebra a𝜅2.1

of reduced equation 2.1𝜅 is equal to ⟨𝜙𝜕𝜙⟩, and thus it is entirely induced

by Ng(s
𝜅
2.1).

We compute the point symmetry group 𝐺𝜅
2.1 of reduced equation 2.1𝜅

with an arbitrary nonsingular value 𝜅 ̸= 0, 1, 2 by the algebraic method.

Let Φ: 𝜔̃ = Ω(𝜔, 𝜙), 𝜙 = 𝐹 (𝜔, 𝜙) with Ω𝜔𝐹𝜙 − Ω𝜙𝐹𝜔 ̸= 0 be a point sym-

metry transformation of this equation. From the condition Φ*a2.1 ⊆ a2.1,

we only derive the equations Ω𝜙 = 0 and 𝜙𝐹𝜙 = 𝑎𝐹 , which mean that

Ω = Ω(𝜔) with Ω𝜔 ̸= 0 and 𝐹 = 𝑔(𝜔)𝜙𝑎 + 𝑓(𝜔) with a nonzero con-

stant 𝑎, a nonvanishing function 𝑔 of 𝜔 and a function 𝑓 of 𝜔. The fur-

ther computation by the direct method is the most complicated among

such computations in this chapter. The left-hand side 𝐿[𝜙] of reduced

equation 2.1𝜅 is a homogeneous second-degree polynomial with respect to

the unknown function 𝜙 and its derivatives with coefficients depending

on 𝜔. After expanding the transformed equation with taking into account

the obtained form of Φ and collecting the coefficients of 𝜙𝜔𝜔
3𝜙𝜔, we first

derive the equation 𝑎 = 1, which means that the transformation Φ is

affine with respect to 𝜙. Then the condition of preserving reduced equa-

tion 2.1𝜅 by Φ can be written in the form 𝐿[Φ*𝜙] = 𝐾(𝜔)𝐿[𝜙], where 𝐾

is a nonvanishing function of 𝜔. Collecting, in the last equality, coeffi-

cients of the terms that are of degree two with respect to the unknown

function 𝜙 and its derivatives leads to a system of determining equations

for the functions Ω, 𝑔 and 𝐾, whose general solution consists of two fam-

ilies, (Ω, 𝑔,𝐾) = (𝜔, 𝑐1, 𝑐
2
1 ) and (Ω, 𝑔,𝐾) = (𝜔−1, 𝑐1𝜔

−𝜅, 𝑐 21𝜔
−2𝜅−11), where

𝑐1 is an arbitrary nonzero constant. For each of the found solutions for
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(Ω, 𝑔,𝐾), the system for 𝑓 derived by collecting coefficients of the remain-

ing terms only has the zero solution. As a result, for any value of 𝜅 the

entire group 𝐺𝜅
2.1 is induced by the stabilizer of s𝜆2.1 in 𝐺 with the corre-

sponding value of 𝜆.

Polynomial solutions of reduced equations 2.1𝜅 whose degree is not

greater than five and that result in nonpolynomial solutions of the original

equation (1.1) are exhausted by 𝜙 = 𝑐𝜔 for 𝜅 = 5/2 and 𝜙 = 𝑐(𝜔3 − 8/21)

for 𝜅 = 9/2, where 𝑐 = 1 modulo the induced 𝐺1.1-equivalence. The first

solution corresponds to the solution 𝑢 = |𝑥|3/2𝑦 of (1.1), which can also

be obtained and, moreover, generalized using the multiplicative separation

of variables; make the permutation J of 𝑥 and 𝑦 in the last solution of

Section 2.7. The first solution gives a new solution of (1.1),

∙ 𝑢 = |𝑥|9/2
(︂
𝑦3

𝑥3
− 8

21

)︂
.

2.2. s𝜈2.2 =
⟨︀
𝐷𝑡(1), 𝐷𝑡(𝑡)− 1

3𝐷
s + 𝑃 𝑥(1) + 𝑃 𝑦(𝜈)

⟩︀
, |𝜈| ⩽ 1 (mod 𝐺):

𝑢 = e−𝑥𝜙, 𝜔 = 𝑦 − 𝜈𝑥;(︀
2𝜈(𝜈3 − 1)𝜙𝜔𝜔 + (3𝜈3 − 1)𝜙𝜔 + 𝜈2𝜙

)︀
𝜙𝜔𝜔𝜔

+ (5𝜈3 − 1)𝜙𝜔𝜔
2 + 𝜈(11𝜈𝜙𝜔 + 3𝜙)𝜙𝜔𝜔 + 5𝜈𝜙 2

𝜔 + 2𝜙𝜙𝜔 = 0.

The associated system 𝑀 = 𝑁 = 0 (see the beginning of this section) is

equivalent to the equation 𝜙𝜔 = 0 if 𝜈 = 0, 2𝜙𝜔 = 𝜙 if 𝜈 = −1 or 𝜙 = 0

otherwise; the corresponding solutions of the original equation (1.1) be-

long to the family of trivial solutions (2.1) or to the family (2.4). All Lie

and discrete point symmetries of the associated equation 𝜙𝜔𝜔𝜔 = −𝑁/𝑀
are symmetries of the system 𝑀 = 𝑁 = 0. This is why for any value

of 𝜈, the maximal Lie invariance algebra of reduced equation 2.2𝜈 is the

algebra a2.2 = ⟨𝜕𝜔, 𝜙𝜕𝜙⟩, and this equation is invariant with respect to the

group 𝐺2.2, which consists of the point transformations 𝜔̃ = 𝜔+𝑐1, 𝜙 = 𝑐2𝜙,

where 𝑐1 and 𝑐2 are arbitrary constants with 𝑐2 ̸= 0. All the subalgebras s𝜈2.2

have the same normalizer Ng(s
𝜈
2.2) = ⟨𝐷𝑡(1), 𝐷𝑡(𝑡)− 1

3𝐷
s, 𝑃 𝑥(1), 𝑃 𝑦(1)⟩ in g.
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The vector fields 𝐷𝑡(1), 𝐷𝑡(𝑡)− 1
3𝐷

s, 𝑃 𝑥(1) and 𝑃 𝑦(1) from Ng(s
𝜈
2.2) induce

the Lie-symmetry vector fields 0, −𝜙𝜕𝜙, −𝜈𝜕𝜔 + 𝜙𝜕𝜙 and 𝜕𝜔 of reduced

equation 2.2𝜈, respectively, and thus the algebra a2.2 is entirely induced by

elements of Ng(s
𝜈
2.2). The discrete point symmetry transformation Ii ∘ Is:

(𝑡, 𝑥̃, 𝑦, 𝑢̃) = (−𝑡, 𝑥, 𝑦,−𝑢) of (1.1) induces the discrete point symmetry

transformation (𝜔̃, 𝜙) = (𝜔,−𝜙) for any of reduced equations 2.2𝜈. There-

fore, the entire group 𝐺2.2 is induced by the point symmetry group 𝐺 of

the original equation (1.1).

We construct the point symmetry group 𝐺𝜈
2.2 of reduced equation 2.2𝜈

with an arbitrary fixed 𝜈 using the algebraic method. Let Φ: 𝜔̃ = Ω(𝜔, 𝜙),

𝜙 = 𝐹 (𝜔, 𝜙) with Ω𝜔𝐹𝜙−Ω𝜙𝐹𝜔 ̸= 0 be a point symmetry transformation of

this equation. The necessary condition Φ*a2.2 ⊆ a2.2 implies the equations

Ω𝜔 = 𝑎11, 𝜙Ω𝜙 = 𝑎21, 𝐹𝜔 = 𝑎12𝐹 and 𝜙𝐹𝜙 = 𝑎22𝐹 , where 𝑎11, 𝑎12, 𝑎21

and 𝑎22 are constants with 𝑎11𝑎22 − 𝑎12𝑎21 ̸= 0. Therefore,

Ω = 𝑎11𝜔 + 𝑎21 ln |𝜙|+ 𝑐1, 𝐹 = 𝑐2e
𝑎12𝜔𝜙𝑎22,

where 𝑐1 and 𝑐2 are arbitrary constants with 𝑐2 ̸= 0. We continue the com-

putation with the direct method using the derived form for Φ, which leads

to a cumbersome overdetermined system of determining equations for the

parameters 𝑎11, 𝑎12, 𝑎21 and 𝑎22, whose solution depends on the value of 𝜈.

For 𝜈 ̸= ±1, we obtain the single solution 𝑎12 = 𝑎21 = 0, 𝑎11 = 𝑎22 = 1,

i.e., the complete point symmetry group 𝐺𝜈
2.2 of reduced equation 2.2𝜈 with

such values of 𝜈 coincides with the common point symmetry group 𝐺2.2.

For each 𝜈 ∈ {−1, 1}, there is exactly one more solution 𝑎11 = −1, 𝑎21 = 0,

𝑎12 = 𝜈, 𝑎22 = 1, i.e., in addition to the elements of 𝐺2.2, the complete

point symmetry group 𝐺𝜈
2.2 of reduced equation 2.2𝜈 with 𝜈 = ±1 contains

the transformations 𝜔̃ = −𝜔 + 𝑐1, 𝜙 = 𝑐2e
𝜈𝜔𝜙, where 𝑐1 and 𝑐2 are again

arbitrary constants with 𝑐2 ̸= 0. This means that the group 𝐺𝜈
2.2 with

𝜈 = 1 or 𝜈 = −1 is generated by the elements of 𝐺2.2 and the discrete

point symmetry transformation (𝜔̃, 𝜙) = (−𝜔, e𝜈𝜔𝜙), which is induced by

the discrete point symmetry J or J ∘ Is of the original equation (1.1), re-
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spectively. Therefore, for any value of 𝜈 the group 𝐺𝜈
2.2 is entirely induced

by the stabilizer of s𝜈2.2 in 𝐺.

Up to the 𝐺L-equivalence, the subalgebra s𝜈2.2 with any value of 𝜈 is

prolonged in a unique way to 𝑣, which leads to the subalgebra

s̄𝜈2.2 =
⟨︀
𝐷̄𝑡(1), 𝐷̄𝑡(𝑡)− 1

3𝐷̄
s + 𝑃 𝑥(1) + 𝑃 𝑦(𝜈)

⟩︀
of the algebra gL. Therefore, up to the 𝐺L-equivalence, there is a unique

extension 𝑣 = e−𝑥/2𝜓 of ansatz 2.2 to 𝑣, and the corresponding reduced

system is

24𝜓𝜔𝜙𝜔𝜔 − 12(2𝜈𝜓𝜔 + 𝜓)(𝜈𝜙𝜔 + 𝜙) + 8(2𝜈3 + 1)𝜓 3
𝜔

+ 12𝜈2𝜓𝜓 2
𝜔 − 𝜓3 = 0,

𝜈𝜙𝜔𝜔 + 𝜙𝜔 + 𝜈𝜓 2
𝜔 +

1

2
𝜓𝜓𝜔 = 0.

It is obvious that an arbitrary function of the form 𝜙 = 𝑐1e
−𝜔/𝜈+𝑐2 if 𝜈 ̸=

0 or an arbitrary constant if 𝜈 = 0 is a solution of reduced equation 2.2𝜈,

and these solutions lead to trivial solutions of the equation (1.1) from the

family (2.1). Further we ignore the above trivial solutions.

Reduced equation 2.20 is especially short, 𝜙𝜔𝜙𝜔𝜔𝜔 + 𝜙𝜔𝜔
2 = 2𝜙𝜙𝜔, and

integrates twice to 𝜙 3
𝜔 = 𝜙3+ 𝑐1𝜙+ 𝑐2, where 𝑐1 and 𝑐2 are the integration

constants. Separating the variables and integrating further, we construct

the general solution of reduced equation 2.20 in an implicit form with one

quadrature,∫︁
d𝜙

(𝜙3 + 𝑐1𝜙+ 𝑐2)1/3
= 𝜔 + 𝑐3, (2.16)

where 𝑐3 is one more integration constant. The corresponding solutions of

the original equation (1.1) are of the form

∙ 𝑢 = e−𝑥𝜙(𝑦), (2.17)

where the function 𝜙 = 𝜙(𝑦) is implicitly defined by (2.16), where 𝜔 = 𝑦,

𝑐3 = 0 (mod 𝐺), and, up to the 𝐺-equivalence, the constant 𝑐1, if it is
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nonzero, can be set to be equal ±1 or the constant 𝑐2, if it is nonzero,

can be set to be equal one. The solution family (2.17) can be extended

using the multiplicative separation of variables, see Section 2.7. The for-

mula (2.16) obviously leads to explicit solutions of reduced equation 2.20

only if 𝑐1 = 𝑐2 = 0, which gives 𝜙 = 𝑐3e
𝜔 with an arbitrary constant 𝑐3. All

the corresponding solutions of the equation (1.1), 𝑢 = 𝑐3e
𝑦−𝑥, belong to

the family of simple solutions (2.4).

For several specific values of (𝑐1, 𝑐2), when the integral in the left-hand

side of (2.16) is reduced to cases of the Chebyshev theorem on the inte-

gration of binomial differentials, it be expressed in terms of elementary

functions. This gives the following 𝐺2.2-inequivalent parametric solutions

(without quadratures) of reduced equation 2.20:

∘ 𝜙 =
𝑠3 + 2

𝑠3 − 1
with

1

2
ln
𝑠2 + 𝑠+ 1

(𝑠− 1)2
−

√
3 arctan

2𝑠+ 1√
3

= 𝑦,

∘ 𝜙 = |𝑠3 − 1|−1/2

with
1

2
ln
𝑠2 + 𝑠+ 1

(𝑠− 1)2
−

√
3 arctan

2𝑠+ 1√
3

= 2𝑦,
(2.18)

∘ 𝜙 = (𝑠3 − 1)−1/3 with
1

2
ln
𝑠2 + 𝑠+ 1

(𝑠− 1)2
−

√
3 arctan

2𝑠+ 1√
3

= 3𝑦

if 4𝑐31 = −27𝑐22, (𝑐1 ̸= 0, 𝑐2 = 0) and (𝑐1 = 0, 𝑐2 ̸= 0), respectively; cf. [92,

Section 4.1.1.2], where there are several typos and a needless involvement

of complex numbers. In the first case, the polynomial 𝜙3 + 𝑐1𝜙 + 𝑐2 has

a root 𝜆 of multiplicity two and can thus be factorized to (𝜙+2𝜆)(𝜙−𝜆)2,
i.e., 𝑐1 = −3𝜆2 and 𝑐2 = 2𝜆3. It is then obvious that we can set 𝜆 = 1 up

to 𝐺2.2-equivalence, more precisely, by scaling of 𝜙. In the second and the

third cases, we analogously can set 𝑐1 = sgn(𝑠3−1) and 𝑐2 = 1, respectively.

For 𝑐1 ̸= 0, the integral in the left-hand side of (2.16) was reduced in [92,

Eqs. (33)–(34)] to an integral that, as stated therein, can be expressed

in terms of elliptic functions but the corresponding representation of the

solution (2.16) does not seem useful.
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For general values of 𝜈, the order of reduced equation 2.2𝜈 can be low-

ered by the differential substitution 𝑧 = 𝜙𝜔/𝜙, 𝑝 = 𝜙𝜔𝜔/𝜙 inspired by the

Lie invariance algebra a2.2. This leads to a first-order ordinary differential

equation with respect to 𝑝 = 𝑝(𝑧),(︀
2𝜈(𝜈3 − 1)𝑝+ 3𝜈3𝑧 − 𝑧 + 𝜈2

)︀
(𝑝− 𝑧2)𝑝𝑧

+
(︀
2𝜈(𝜈3 − 1)𝑧 + 5𝜈3 − 1

)︀
𝑝2

+
(︀
(3𝜈3 − 1)𝑧2 + 12𝜈2𝑧 + 3𝜈

)︀
𝑝+ 5𝜈𝑧2 + 2𝑧 = 0.

(2.19)

Looking for solutions of (2.19) that are at most quadratic with respect

to 𝑧, we construct only the solutions 𝑝 = −𝑧/𝜈 if 𝜈 = 0, 𝑝 = 4 if 𝜈 = 1/2

and 𝑝 = 𝑧 − 1 if 𝜈 = −1. For reduced equation 2.2𝜈, this gives the above

trivial solutions 𝜙 = 𝑐1e
−𝜔/𝜈 + 𝑐2 if 𝜈 = 0 as well as 𝜙 = 𝑐1e

−2𝜔 + 𝑐2e
2𝜔

if 𝜈 = 1/2 and 𝜙 = 𝑐1e
𝜔/2 cos(12

√
3𝜔 + 𝑐2) if 𝜈 = −1. As a result, up

to 𝐺-equivalence we construct the following new solutions of the original

equation (1.1):

∙ 𝑢 = e𝑦−𝑥 ± e−𝑦, ∙ 𝑢 = e𝑦−𝑥 cos
(︀√

3(𝑥+ 𝑦)
)︀
.

If 𝜈 = 1, the equation (2.19) becomes the Abel equation of the second

kind,

(2𝑧 + 1)(𝑝− 𝑧2)𝑝𝑧 + 4𝑝2 + (2𝑧2 + 12𝑧 + 3)𝑝+ 5𝑧2 + 2𝑧 = 0,

which is reduced by the point transformation 𝑠 = 𝑧+ 1
2 , 𝑟 = (𝑧+ 1

2)
2(𝑝−𝑧2)

to the simpler Abel equation

16𝑟𝑟𝑠 + 4𝑠(28𝑠2 − 1)𝑟 + 𝑠3(4𝑠2 − 1)(12𝑠2 + 1) = 0,

whose general solution in implicit form is

(4𝑟 + 4𝑠4 − 𝑠2)2
(︀
(144𝑟 + 144𝑠4 − 1)2 − (12𝑠2 + 1)3

)︀(︀
3
(︀
32𝑟 + (8𝑠2 + 1)(4𝑠2 − 1)

)︀2 − (8𝑠2 + 1)(4𝑠2 − 1)2
)︀2 = 𝑐1.

The latter equation has two polynomial solutions up to degree four,

𝑟 = −1

4
𝑠2(4𝑠2 − 1) and 𝑟 = − 1

64
(4𝑠2 − 1)(12𝑠2 + 1),
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which correspond to the values 𝑐1 = 0 and 𝑐1 = 1/256 and the solutions

𝑝 = −𝑧 and 𝑝 =
𝑧(𝑧3 − 2𝑧2 − 3𝑧 − 1)

(2𝑧 + 1)2

of the former Abel equation, respectively. After the inverse differential

substitution, we respectively obtain two ordinary differential equations.

The integration of the first one only results in trivial solutions of the original

equation (1.1), whereas solving the second equation, we construct, up to

the 𝐺-equivalence, the following parametric solution of (1.1):

∙ 𝑢 = e−(𝑥+𝑦)/2 (3𝑧
2 + 3𝑧 + 1)−1/6

|𝑧|1/2|𝑧 + 1|1/2

with ln

⃒⃒⃒⃒
𝑧 + 1

𝑧

⃒⃒⃒⃒
− 2√

3
arctan

(︀√
3(2𝑧 + 1)

)︀
= 𝑦 − 𝑥.

2.3. s̃𝜈2.3 =
⟨︀
𝐷𝑡(1), 2𝐷𝑡(𝑡) + 1

3𝐷
s + 𝑅𝑥(1) + 𝑅𝑦(𝜈)

⟩︀
, |𝜈|⩽ 1 (mod 𝐺) (we

replace the subalgebra s𝜈2.3 by the 𝐺-equivalent subalgebra s̃𝜈2.3 for conve-

nience of the reduction procedure):

𝑢 = 𝑥𝜙+ (𝑦 + 𝜈𝑥) ln |𝑥|, 𝜔 = 𝑦/𝑥;(︀
2𝜔(𝜔3 − 1)𝜙𝜔𝜔 − 2𝜔3 + 𝜈𝜔2 + 1

)︀
𝜙𝜔𝜔𝜔 + (5𝜔3 − 1)𝜙𝜔𝜔

2

− 𝜔(8𝜔 − 3𝜈)𝜙𝜔𝜔 + 3𝜔 − 2𝜈 = 0.

For any values of 𝜈, reduced equation 2.3𝜈 can be represented in nor-

mal form since the coefficient of 𝜙𝜔𝜔𝜔 in it does not vanish on its solu-

tions. Its maximal Lie invariance algebra is the algebra a2.3 = ⟨𝜕𝜙, 𝜔𝜕𝜙⟩.
The corresponding Lie group 𝐺2.3 consists of the point transforma-

tions 𝜔̃ = 𝜔, 𝜙 = 𝜙 + 𝑐1𝜔 + 𝑐2, where 𝑐1 and 𝑐2 are arbi-

trary constants. All the subalgebras s̃𝜈2.3 have the same normalizer

Ng(s̃
𝜈
2.3) = ⟨𝐷𝑡(1), 2𝐷𝑡(𝑡)+ 1

3𝐷
s, 𝑅𝑥(1), 𝑅𝑦(1)⟩ in g. The vector fields 𝐷𝑡(1),

2𝐷𝑡(𝑡)+ 1
3𝐷

s, 𝑅𝑥(1) and 𝑅𝑦(1) from Ng(s̃
𝜈
2.3) induce the Lie-symmetry vec-

tor fields 0, −(𝜔+ 𝜈)𝜕𝜙, 𝜕𝜙 and 𝜔𝜕𝜙 of reduced equation 2.3𝜈, respectively,

i.e., the algebra a2.3 is entirely induced, and thus the entire group 𝐺2.3 is

induced by the stabilizer of s̃𝜈2.3 in 𝐺.
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Using the algebraic method, we compute the point symmetry group 𝐺𝜈
2.3

of reduced equation 2.3𝜈 for any fixed value of 𝜈. Let Φ: 𝜔̃ = Ω(𝜔, 𝜙),

𝜙 = 𝐹 (𝜔, 𝜙) with Ω𝜔𝐹𝜙−Ω𝜙𝐹𝜔 ̸= 0 be a point symmetry transformation of

this equation. The condition Φ*a2.3 ⊆ a2.3, implies the equations Ω𝜙 = 0,

𝐹𝜙 = 𝑎11 + 𝑎12Ω and 𝜔𝐹𝜙 = 𝑎21 + 𝑎22Ω, where 𝑎11, 𝑎12, 𝑎21 and 𝑎22 are

constants with 𝑎11𝑎22 − 𝑎12𝑎21 ̸= 0. Therefore,

Ω =
−𝑎11𝜔 + 𝑎21
𝑎12𝜔 − 𝑎22

, 𝐹 = −𝑎11𝑎22 − 𝑎12𝑎21
𝑎12𝜔 − 𝑎22

𝜙+ 𝑓(𝜔)

with a function 𝑓 of 𝜔. Taking into account the derived form for Φ, we

continue the computation with the direct method. As a result, we obtain

a cumbersome overdetermined system of determining equations for the

parameters 𝑎11, 𝑎12, 𝑎21, 𝑎22 and 𝑓 , whose solution depends on the value

of 𝜈. For 𝜈 ̸= ±1, we obtain that 𝑎12 = 𝑎21 = 0, 𝑎11 = 𝑎22 = 1 and

𝑓 = 𝑐1𝜔 + 𝑐2 with arbitrary constants 𝑐1 and 𝑐2. In other words, the

complete point symmetry group 𝐺𝜈
2.3 of reduced equation 2.3𝜈 with 𝜈 ̸= ±1

coincides with the common Lie symmetry group 𝐺2.3. For 𝜈 = ±1, we have

additional solutions,

𝑎11 = 𝑎22 = 0, 𝑎12 = 𝑎21 = 𝜈, 𝑓 = −(𝜈 + 𝜔−1) ln |𝜔|+ 𝑐1𝜔
−1 + 𝑐2,

where 𝑐1 and 𝑐2 are again arbitrary constants. Hence the complete point

symmetry group 𝐺𝜈
2.3 of reduced equation 2.3𝜈 with 𝜈 = ±1 is generated

by the elements of the common Lie symmetry group 𝐺2.3 and the discrete

point symmetry transformation

𝜔̃ = 𝜔−1, 𝜙 = 𝜈𝜔−1𝜙− (𝜈 + 𝜔−1) ln |𝜔|,

which is induced by the discrete point symmetries J and J∘Is of the original
equation (1.1) if 𝜈 = 1 and 𝜈 = −1, respectively. Therefore, for any value

of 𝜈 the group 𝐺𝜈
2.3 is entirely induced by the stabilizer of s̃𝜈2.3 in 𝐺.

For each value of 𝜈, the subalgebra s̃𝜈2.3 has, up to the 𝐺L-equivalence,

a single counterpart among subalgebras of the algebra gL,

s̄𝜈2.3 =
⟨︀
𝐷̄𝑡(1), 2𝐷̄𝑡(𝑡) + 1

3𝐷̄
s + 𝑅̄𝑥(1) + 𝑅̄𝑦(𝜈)

⟩︀
.
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This is why ansatz 2.3 is extended to 𝑣 in a unique way up to the 𝐺L-

equivalence as 𝑣 = |𝑥|1/2𝜓, and the nonlinear Lax representation (1.14)

reduces to the system

16𝜀𝜔(𝜔3 − 1)𝜓 3
𝜔 − 12𝜀(𝜔3 − 1)𝜓𝜓 2

𝜔 − 24(𝜈𝜔2 − 1)𝜓𝜓𝜔

+ 𝜀𝜔𝜓3 + 12𝜈𝜔𝜓 = 0,

𝜔𝜙𝜔𝜔 + 𝜀𝜔𝜓 2
𝜔 − 𝜀

2
𝜓𝜓𝜔 − 1 = 0,

(2.20)

where 𝜀 := sgn𝑥.

Reduced equation 2.3𝜈 is an Abel equation of the second kind with

respect to 𝜙𝜔𝜔. Its particular solution 𝜙 = 𝜔 ln |𝜔| corresponds to

a solution of the system (2.20) with 𝜓 = 0 and the trivial solution

𝑢 = 𝑦 ln |𝑦|+ 𝜈𝑥 ln |𝑥| of (1.1) from the family (2.1). The differential substi-

tution 𝜙𝜔𝜔 = 𝑝+𝜔−1 maps reduced equation 2.3𝜈 to the simpler Abel equa-

tion of the second kind
(︀
2𝜔(𝜔3−1)𝑝+𝜈𝜔2−1

)︀
𝑝𝜔+(5𝜔3−1)𝑝2+3𝜈𝜔𝑝 = 0.

2.4. s̃2.4 =
⟨︀
𝐷𝑡(1), 3𝐷𝑡(𝑡) + 𝑍(1)

⟩︀
(we replace the subalgebra s2.4 by the

𝐺-equivalent subalgebra s̃2.4 for convenience of the reduction procedure):

𝑢 = 𝜙+ ln |𝑥|, 𝜔 = 𝑦/𝑥;(︀
2𝜔(𝜔3 − 1)𝜙𝜔𝜔 + (3𝜔3 − 1)𝜙𝜔 − 𝜔2

)︀
𝜙𝜔𝜔𝜔

+ 2(5𝜔3 − 1)𝜙𝜔𝜔
2 + 2𝜔(11𝜔𝜙𝜔 − 3)𝜙𝜔𝜔 + 2(5𝜔𝜙𝜔 − 2)𝜙𝜔 = 0.

The normalizer of the subalgebra s̃2.4 in g is Ng(s̃2.4) = ⟨𝐷𝑡(1), 𝐷𝑡(𝑡), 𝑍(1)⟩.
The Lie-symmetry vector fields 𝐷𝑡(1), 3𝐷𝑡(𝑡)+𝑍(1) and 𝑍(1) of the equa-

tion (1.1) induce the Lie-symmetry vector fields 0, 0 and 𝜕𝜙 of reduced

equation 2.4, respectively. This equation can be represented in normal

form since the coefficient of 𝜙𝜔𝜔𝜔 in it does not vanish on its solutions.

The maximal Lie invariance algebra a2.4 of reduced equation 2.4 is one-

dimensional, a2.4 = ⟨𝜕𝜙⟩, and thus it is entirely induced by Ng(s̃2.4).

We compute the point symmetry group 𝐺2.4 of reduced equation 2.4

by the algebraic method. Let Φ: 𝜔̃ = Ω(𝜔, 𝜙), 𝜙 = 𝐹 (𝜔, 𝜙) with Ω𝜔𝐹𝜙 −
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Ω𝜙𝐹𝜔 ̸= 0 be a point symmetry transformation of this equation. From

the condition Φ*a2.4 ⊆ a2.4, we derive the equations Ω𝜙 = 0 and 𝐹𝜙𝜙 = 0,

which mean that Ω = Ω(𝜔) and 𝐹 = 𝑎𝜙 + 𝑓(𝜔) with Ω𝜔 ̸= 0, a nonzero

constant 𝑎 and a function 𝑓 of 𝜔. Taking into account the derived form

for Φ, we continue the computation with the direct method and obtain

a cumbersome overdetermined system of determining equations for the

parameters Ω, 𝑎 and 𝑓 , which can nevertheless be solved, giving 𝑎 = 1 and

either Ω = 𝜔 and 𝑓 = 𝑐 or Ω = 𝜔−1 and 𝑓 = ln |𝜔| + 𝑐 with an arbitrary

constant 𝑐. Therefore, the group 𝐺2.4 is generated by the one-parameter

subgroup of the shifts with respect to 𝜙 and the discrete point symmetry

transformation 𝜔̃ = 𝜔−1, 𝜙 = 𝜙+ln |𝜔|. The last transformation is induced

by the permutation J of the variables 𝑥 and 𝑦 in the original equation (1.1).

Therefore, the group 𝐺2.4 is entirely induced by the stabilizer of s̃𝜈2.4 in 𝐺.

The subalgebra s̃2.4 has the family of 𝐺L-inequivalent counterparts

s̄𝜀𝜈2.4 =
⟨︀
𝐷̄𝑡(1), 3𝐷̄𝑡(𝑡) + 𝑍(𝜀) + 𝜈𝑃 𝑣

⟩︀
among subalgebras of the algebra gL.

Here 𝜀 = ±1 and 𝜈 ⩾ 0 (mod 𝐺L).
2.3 This results in a family of 𝐺L-

inequivalent extensions of ansatz 2.4 to 𝑣 that are parameterized by 𝜀

and 𝜈, 𝑢 = 𝜙 + 𝜀 ln |𝑥|, 𝑣 = 𝜓 + 𝜈 ln |𝑥|. The corresponding reduced

systems are

3
(︀
(𝜔3+ 1)𝜓𝜔 − 𝜈𝜔2

)︀
𝜙𝜔 − 2𝜔(𝜔3− 1)𝜓 3

𝜔 + 3𝜈(𝜔3− 1)𝜓 2
𝜔

− 3𝜀𝜔𝜓𝜔 − 𝜈(𝜈2− 3𝜀)𝜔 = 0,

𝜔𝜙𝜔𝜔 + 𝜙𝜔 + 𝜔𝜓 2
𝜔 − 𝜈𝜓𝜔 = 0.

(2.21)

The condition of vanishing the coefficient of 𝜙𝜔 in the first equation

of (2.21) is consistent with (2.21) only if 𝜈 = 0 and thus 𝜓𝜔 = 0, which

implies in view of the second equation of (2.21) that 𝜔𝜙𝜔𝜔 + 𝜙𝜔 = 0.

The associated family of particular solutions 𝜙 = 𝑐1 ln |𝜔| + 𝑐2 of re-

duced equation 2.4, which are parameterized by the arbitrary con-
2.3The discrete point symmetry Is := Ds(−1) of the equation (1.1), which alternates the signs of

(𝑥, 𝑦, 𝑢) and of the vector fields 𝑍(𝜎) from the algebra g, has no counterpart among point symmetries of

the nonlinear Lax representation (1.14). As a result, in contrast to the subalgebra s̃2.4, the parameter 𝜀

in the subalgebra family {s̄𝜀𝜈2.4} can be gauged, up to the 𝐺L-equivalence, merely to ±1 but not to 1.
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stants 𝑐1 and 𝑐2, corresponds to the subfamily of the trivial solutions

𝑢 = 𝑐1 ln |𝑦|+ (𝑐1 + 1) ln |𝑥|+ 𝑐2 from the family (2.1).

Further (𝜔3 + 1)𝜓𝜔 − 𝜈𝜔2 ̸= 0. Solving the first equation of (2.21)

with respect to 𝜙𝜔 and excluding 𝜙 from the second equation of (2.21), we

derive a first-order ordinary differential equation with respect to 𝜁 := 𝜓𝜔,(︀
4𝜔(𝜔6 − 1)𝜁3 − 3𝜈(𝜔3 − 1)(3𝜔3 + 1)𝜁2 + 6𝜈2𝜔2(𝜔3 − 1)𝜁

− 𝜈𝜔(𝜈2𝜔3 + 𝜈2 − 3𝜀)
)︀
𝜁𝜔 + (7𝜔6 + 18𝜔3 − 1)𝜁4

− 6𝜈𝜔2(3𝜔3 + 5)𝜁3 + 3𝜔(5𝜈2𝜔3 + 3𝜈2 + 3𝜀)𝜁2

− 2𝜈(2𝜈2𝜔3 − 𝜈2 + 3𝜀)𝜁 = 0.

(2.22)

Let 𝜈 = 0 and thus 𝜁 ̸= 0. Then the equation (2.22) reduces to the simple

Bernoulli equation

4𝜔(𝜔6 − 1)𝜁𝜁𝜔 + (7𝜔6 + 18𝜔3 − 1)𝜁2 + 9𝜀𝜔 = 0,

which integrates to 𝜁 = ±(𝜔3 − 1)−1
√︀
𝑐1|𝜔|−1/2(𝜔3 + 1) + 3𝜀𝜔. The first

equation of (2.21) with this value of 𝜁 implies that

𝜙 =
𝜀

3
ln |𝜔3 − 1|+ 𝑐1 ln

⃒⃒⃒⃒
|𝜔|3/2 + 1

|𝜔|3/2 − 1

⃒⃒⃒⃒
+ 𝑐2 for 𝜔 ⩾ 0,

𝜙 =
𝜀

3
ln |𝜔3 − 1|+ 𝑐1 arctan |𝜔|3/2 + 𝑐2 for 𝜔 ⩽ 0,

where 𝑐1 and 𝑐2 are arbitrary constants, and the constants 𝑐2 and 𝜀 can be

set to 0 and 1 up to the 𝐺2.4-equivalence, respectively. The corresponding

solutions of the equation (1.1) are

∙ 𝑢 =
1

3
ln |𝑦3 − 𝑥3|+ 𝑐1 ln

⃒⃒⃒⃒
|𝑥|3/2 + |𝑦|3/2

|𝑥|3/2 − |𝑦|3/2

⃒⃒⃒⃒
for 𝑥𝑦 ⩾ 0,

∙ 𝑢 =
1

3
ln |𝑦3 − 𝑥3|+ 𝑐1 arctan

⃒⃒⃒𝑦
𝑥

⃒⃒⃒3/2
for 𝑥𝑦 ⩽ 0.

For 𝜈 =
√
3, the equation (2.22) can be integrated implicitly,

4 ln
⃒⃒
(𝜔3−1)𝜁−

√
3𝜔2
⃒⃒
−2 ln

⃒⃒
(𝜔3+1)𝜁−

√
3𝜔2
⃒⃒
+ln

⃒⃒
𝜔𝜁−

√
3
⃒⃒
+ln

⃒⃒
𝜁
⃒⃒
= 𝑐1.
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Then the function 𝜙 is defined by the first equation of (2.21) with 𝜓𝜔 = 𝜁

and 𝜈 =
√
3.

2.13. s2.13 =
⟨︀
𝐷𝑡(1), 𝐷s

⟩︀
: 𝑢 = 𝑥3𝜙, 𝜔 = 𝑦/𝑥;(︀

2𝜔(𝜔3 − 1)𝜙𝜔𝜔 − 2(3𝜔3 − 1)𝜙𝜔 + 6𝜔2𝜙
)︀
𝜙𝜔𝜔𝜔

− (5𝜔3 − 1)𝜙 2
𝜔𝜔 + 2𝜔(11𝜔𝜙𝜔 − 9𝜙)𝜙𝜔𝜔 − 4(5𝜔𝜙𝜔 − 6𝜙)𝜙𝜔 = 0.

The normalizer of the subalgebra s2.13 in g is Ng(s2.13) = ⟨𝐷𝑡(1), 𝐷𝑡(𝑡), 𝐷s⟩,
and the entire maximal Lie invariance algebra a2.13 = ⟨𝜙𝜕𝜙⟩ of reduced

equation 2.13 is induced by this normalizer.

Reduced equation 2.13 can be included in the family of reduced equa-

tions 2.1𝜅 as the element with 𝜅 = 3, which corresponds to the limit values

𝜆 = ±∞.

Simple solutions of reduced equation 2.13, 𝜙 = |𝜔|3/2 and the family

of solutions that are cubic polynomials in 𝜔, were found in [92], see the

equations (24) and (25) therein, respectively. The solution 𝑢 = |𝑥𝑦|3/2 of

the original equation (1.1), which corresponds to the solution 𝜙 = |𝜔|3/2,
is essentially generalized in Section 2.7 using multiplicative separation of

the variables 𝑥 and 𝑦. The above family of polynomial solutions in 𝜔 is

associated with the family of solutions of (1.1) that are homogeneous cubic

polynomials in (𝑥, 𝑦) with constant coefficients.

2.6. Lie reductions to algebraic equations

For any three-dimensional subalgebra s3 of the algebra g, either its

rank 𝑟 is less than three and thus it cannot be used for Lie reduction of the

equation (1.1) to an algebraic equation or all the corresponding invariant

solutions are, up to the 𝐺-equivalence, just particular elements of param-

eterized families of solutions that have been constructed in Sections 2.4

and 2.5. To show this, we present an outline of the classification of three-

dimensional subalgebras of g.
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Consider a three-dimensional subalgebra s3 = ⟨𝑄𝑖, 𝑖 = 1, 2, 3⟩ of g

spanned by three (linearly independent) vector fields

𝑄𝑖 = 𝐷𝑡(𝜏 𝑖) + 𝜆𝑖𝐷s + 𝑃 𝑥(𝜒𝑖) + 𝑃 𝑦(𝜌𝑖) +𝑅𝑥(𝛼𝑖) +𝑅𝑦(𝛽𝑖) + 𝑍(𝜎𝑖)

from g with arbitrary smooth functions 𝜏 𝑖, 𝜒𝑖, 𝜌𝑖, 𝛼𝑖, 𝛽𝑖 and 𝜎𝑖 of 𝑡 and

arbitrary constants 𝜆𝑖 such that the tuples (𝜏 𝑖, 𝜆𝑖, 𝜒𝑖, 𝜌𝑖, 𝛼𝑖, 𝛽𝑖, 𝜎𝑖) are lin-

early independent. Here and in what follows the index 𝑖 runs from 1

to 3. The consideration splits into cases mainly depending on two values,

𝑘1 = 𝑘1(s3) := dim⟨𝜏 𝑖⟩ and 𝑘2 = 𝑘2(s3) := dim⟨(𝜏 𝑖, 𝜆𝑖)⟩. For brevity, we

use transitions to 𝐺-equivalent subalgebras, basis changes and hints from

the proofs of Lemmas 2.3 and 2.4 without referring to this. Below, 𝜅1, 𝜅2,

𝜅3 and 𝜈 denote constants.

𝑘1 = 3. In view of the classical Lie theorem on Lie algebras of vector

fields on the real line,2.4 we can set 𝜏 1 = 1, 𝜏 2 = 𝑡 and 𝜏 3 = 𝑡2, which

implies s3 ⊂ g′, and thus 𝜆𝑖 = 0. The vector fields 𝑄1 and 𝑄2 reduce

to 𝐷𝑡(1) and 𝐷𝑡(𝑡) + 𝑍(𝛿) with 𝛿 ∈ {0, 1}, respectively. We successively

derive from the commutation relations [𝑄1, 𝑄3] = 2𝑄2 and [𝑄2, 𝑄3] = 𝑄3

that 𝜒3, 𝜌3, 𝛼3, 𝛽3 = const, 𝜎3𝑡 = 𝛿 and hence 𝜒3, 𝜌3, 𝛼3, 𝛽3 = 0. Therefore,

𝑟 = 2.

𝑘1 = 2, 𝑘2 = 3. We can make 𝜏 1 = 1, 𝜏 2 = 𝑡, 𝜏 3 = 0, 𝜆1 = 𝜆2 = 0, 𝜆3 = 1,

and then 𝑄3 = 𝐷s. The commutation relations [𝑄1, 𝑄3] = [𝑄2, 𝑄3] = 0

imply 𝑄1 = 𝐷𝑡(1) and 𝑄2 = 𝐷𝑡(𝑡), i.e., 𝑟 = 2.

𝑘1 = 𝑘2 = 2. Setting 𝑄1 = 𝐷𝑡(1), 𝜏 2 = 𝑡, 𝜏 3 = 0, 𝜆3 = 0, we derive from

the commutation relations [𝑄𝑗, 𝑄3] = 𝜅𝑗𝑄
3, 𝑗 = 1, 2, [𝑄1, 𝑄2] = 𝑄1 + 𝜅3𝑄

3

that 𝜒3
𝑡 = 𝜅1𝜒

3, 𝑡𝜒3
𝑡 = 𝜅2𝜒

3, 𝜌3𝑡 = 𝜅1𝜌
3, 𝑡𝜌3𝑡 = 𝜅2𝜌

3, and thus, if 𝑟 = 3,

(𝜒3, 𝜌3) ̸= (0, 0), 𝜅1 = 𝜅2 = 0, which further implies that 𝜒3
𝑡 = 𝜌3𝑡 =

𝛼𝑡 = 𝛽𝑡 = 𝜎𝑡 = 0. In other words, the subalgebra s3 contains, up to

𝐺-equivalence, a subalgebra from the family {s0𝜈𝛿′2.14}.
2.4See [28, 36–38, 77, 78, 98] and references therein for applications of this theorem to classifying subal-

gebras of various algebras of vector fields.



141

𝑘1 = 1, 𝑘2 = 2. We make 𝜏 1 = 1, 𝜏 2 = 𝜏 3 = 0, 𝜆1 = 𝜆3 = 0, 𝜆2 = 1 and

then 𝑄2 = 𝐷s. The commutation relations [𝑄1, 𝑄2] = 0, [𝑄𝑗, 𝑄3] = 𝜅𝑗𝑄
3,

𝑗 = 1, 2, imply 𝑄1 = 𝐷𝑡(1) and, if 𝑟 = 3, then 𝜅2 = −1 and 𝑄3 = 𝑃 𝑥(e𝜅1𝑡)+

𝜈𝑃 𝑦(e𝜅1𝑡), i.e., the subalgebra s3 contains a subalgebra that is 𝐺-equivalent

to one from the family {s𝜌2.9}.

𝑘2 ⩽ 1. If 𝑟 = 3, then up to 𝐺-equivalence, the subalgebra s3 contains a

subalgebra from the family {s𝜌𝛼𝛽2.17} and, therefore, a subalgebra from the

family {s𝛽1.4}.

As a result, we conclude that Lie reductions of the equation (1.1) to

algebraic equations give no new 𝐺-equivalent solutions in comparison with

those that have been constructed in a closed explicit form in Sections 2.4

and 2.5.

2.7. Multiplicative separation of variables

The equation (1.1) is identically satisfied under the additive separa-

tion of the variables 𝑥 and 𝑦, and the solutions from the corresponding

family (2.1) are trivial.

Consider solutions of the equation (1.1) with nontrivial multiplicative

separation of the variables 𝑥 and 𝑦. They are represented in the form

𝑢 = 𝜙(𝑡, 𝑥)𝜓(𝑡, 𝑦) with 𝜙𝑥 ̸= 0 and 𝜓𝑦 ̸= 0.

Remark 2.9. The functions 𝜙 and 𝜓 are defined up to the transformations

𝜙 = 𝜙/𝑓 , 𝜓 = 𝑓𝜓 with an arbitrary nonzero function of 𝑡. If 𝜙𝑥 = 0 or 𝜓𝑦 =

0, then one can set 𝜙 = 1 or 𝜓 = 1, respectively, and thus the separation of

the variables 𝑥 and 𝑦 is trivial; moreover, then the corresponding solutions

belong to the family of trivial solutions (2.1).

Substituting the multiplicative ansatz 𝑢 = 𝜙(𝑡, 𝑥)𝜓(𝑡, 𝑦) into the equa-

tion (1.1) and separating the variables 𝑥 and 𝑦, we obtain the equation

𝜙𝑡𝑥

𝜙𝑥
+
𝜓𝑡𝑦

𝜓𝑦
=

(𝜙𝑥𝑥𝜙𝑥)𝑥
𝜙𝑥

𝜓 +
(𝜓𝑦𝑦𝜓𝑦)𝑦

𝜓𝑦
𝜙,
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which we further simultaneously differentiate with respect 𝑥 and 𝑦 and

derive

1

𝜙𝑥

(︂
(𝜙𝑥𝑥𝜙𝑥)𝑥

𝜙𝑥

)︂
𝑥

+
1

𝜓𝑦

(︂
(𝜓𝑦𝑦𝜓𝑦)𝑦

𝜓𝑦

)︂
𝑦

= 0.

These two equations imply that

(𝜙𝑥𝑥𝜙𝑥)𝑥
𝜙𝑥

= 𝛼𝜙+ 𝛽,
𝜙𝑡𝑥

𝜙𝑥
= 𝛾𝜙+ 𝛿 and

(𝜓𝑦𝑦𝜓𝑦)𝑦
𝜓𝑦

= −𝛼𝜓 + 𝛾,
𝜓𝑡𝑦

𝜓𝑦
= 𝛽𝜓 − 𝛿

for some sufficiently smooth functions 𝛼, 𝛽, 𝛾 and 𝛿 of 𝑡. These systems

with respect to 𝜙 and 𝜓 integrate to

𝜙 3
𝑥 =

𝛼

2
𝜙3 +

3

2
𝛽𝜙2 + 𝜁1𝜙+ 𝜁0, 𝜙𝑡 =

𝛾

2
𝜙2 + 𝛿𝜙+ 𝜁2, (2.23)

𝜓 3
𝑦 = −𝛼

2
𝜓3 +

3

2
𝛾𝜓2 + 𝜃1𝜓 + 𝜃0, 𝜓𝑡 =

𝛽

2
𝜓2 − 𝛿𝜓 + 𝜃2, (2.24)

where 𝜁0, 𝜁1, 𝜁2, 𝜃0, 𝜃1 and 𝜃2 are also sufficiently smooth functions of 𝑡,

and for solutions to be nontrivial, we should impose the conditions that the

tuples (𝛼, 𝛽, 𝜁1, 𝜁0) and (𝛼, 𝛾, 𝜃1, 𝜃0) are nonzero. Due to the indeterminacy

of (𝜙, 𝜓), we set 𝛿 = 0 without loss of generality.

We exclude the derivatives of the functions 𝜙 and 𝜓 in view of the

systems (2.23) and (2.24) from their compatibility conditions (𝜙𝑥)𝑡 = (𝜙𝑡)𝑥

and (𝜓𝑦)𝑡 = (𝜓𝑡)𝑦 and split the obtained equalities with respect to 𝜙 and 𝜓,

which gives the following systems for the parameter functions depending

on 𝑡:

𝛼𝛽 = 𝛼𝛾 = 𝛽𝛾 = 0, 𝛼𝑡 = 0, 𝛽𝑡 =
5

3
𝛾𝜁1 − 𝛼𝜁2, 𝛾𝑡 =

5

3
𝛽𝜃1 + 𝛼𝜃2,

𝜁1𝑡 = 3𝛾𝜁0 − 3𝛽𝜁2, 𝜃1𝑡 = 3𝛽𝜃0 − 3𝛾𝜃2, 𝜁0𝑡 = −𝜁1𝜁2, 𝜃0𝑡 = −𝜃1𝜃2.

Consider possible cases separately.

1. 𝛼 ̸= 0. Then 𝛼 = const, 𝛽 = 𝛾 = 𝜁2 = 𝜃2 = 0, and thus 𝜁0, 𝜁1, 𝜃0

and 𝜃1 are constants. Integrating the systems (2.23) and (2.24) with these



143

parameters’ values and simplifying the result by transformations from 𝐺,

we derive a family of 𝐺-inequivalent solutions of the equation (1.1) that

generalizes the solutions (2.17),

∙ 𝑢 = 𝜙(𝑥)𝜓(𝑦),∫︁
d𝜙

(𝜙3 + 𝑐1𝜙+ 𝑐2)1/3
= 𝑥,

∫︁
d𝜓

(𝜓3 + 𝑐3𝜓 + 𝑐4)1/3
= −𝑦.

Up to the 𝐺-equivalence, one of the constants 𝑐1 and 𝑐3, if it is nonzero, can

be set to be equal ±1 or one of the constants 𝑐2 and 𝑐4, if it is nonzero, can

be set to be equal one. Both quadratures here are the same as in (2.16).

Hence they can be computed explicitly for certain values of the tuples

(𝑐1, 𝑐2) and (𝑐3, 𝑐4), see (2.18).

2. 𝛽 ̸= 0. Then 𝛼 = 𝛾 = 0, and thus 𝜃0 = 𝜃1 = 0, which contradicts the

nontriviality condition 𝜓𝑦 ̸= 0. The case 𝛾 ̸= 0 reduces to the case 𝛽 ̸= 0

by permutation of 𝑥 and 𝑦.

3. 𝛼 = 𝛽 = 𝛾 = 0, and thus 𝜁1 and 𝜃1 are constants, 𝜁0 = −
∫︀
𝜁1𝜁2d𝑡

and 𝜃0 = −
∫︀
𝜃1𝜃2d𝑡. Rearranging the solution sets of the systems (2.23)

and (2.24) with these parameters’ values up to the 𝐺-equivalence and in

view of the indeterminacy of (𝜙, 𝜓), we construct the solutions of the equa-

tion (1.1) of the form

∙ 𝑢 =
(︀
|𝑥|3/2 + 𝜁(𝑡)

)︀(︀
|𝑦|3/2 + 𝜃(𝑡)

)︀
, ∙ 𝑢 =

(︀
𝑥+ 𝜁(𝑡)

)︀
|𝑦|3/2

and the solution 𝑢 = 𝑥𝑦, which belongs to the family (2.7). Here 𝜁 and 𝜃

are arbitrary sufficiently smooth functions of 𝑡. The first and the second

families of solutions generalize the s2.13-invariant solution 𝑢 = |𝑥𝑦|3/2 and

s
5/3
2.1 -invariant solution 𝑢 = |𝑥|3/2𝑦, see [92, Eq. (26)] and the last paragraph

related to reduction 2.1 in Section 2.5.2, respectively.

Remark 2.10. For any 𝜈, the s𝜈2.2-invariant solutions can be interpreted as

those with multiplicative separation of variables after their linear change.

Following the consideration in this section, one can try to carry out a com-

prehensive study of such separation of variables. Maybe, the most interest-
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ing is the multiplicative separation of the variables 𝑥̃ = 𝑥+𝑦 and 𝑦 = 𝑥−𝑦,
cf. the last (parametric) solution obtained by reduction 2.21.

2.8. Conclusion

In this chapter, we have constructed wide families of new exact invari-

ant solutions of the dispersionless Nizhnik equation (1.1) in closed form

in terms of elementary, Lambert and hypergeometric functions as well as

in parametric or implicit form. The main tool for this purpose was the

optimized procedure of Lie reduction. A rigorous description and a proper

substantiation of this procedure is in fact the main theoretical attainment

of the second chapter.

Using the results of Chapter 1 on the maximal Lie invariance alge-

bras g and gL of the equation (1.1) and of its nonlinear Lax representa-

tion (1.14) and their point-symmetry pseudogroups 𝐺 and 𝐺L, see also [39],

we have classified one- and two-dimensional subalgebras of the algebra g

and one-dimensional subalgebras of the algebra gL up to the 𝐺- and 𝐺L-

equivalences, respectively. We could only classify subalgebras that are ap-

propriate for Lie reduction but this would not result in an essential simplifi-

cation in comparison with the classification of all one- and two-dimensional

subalgebras and the further selection of the appropriate ones among the

listed inequivalent subalgebras. Instead of the standard equivalences within

the algebras g and gL up to their inner automorphisms, which coincide

with the 𝐺id- and 𝐺L,id-equivalences, where 𝐺id- and 𝐺L,id are the identity

components of 𝐺 and 𝐺L, respectively, we have used the stronger 𝐺- and

𝐺L-equivalences. In this way, we have also taken into account the discrete

point symmetry transformations of the equation (1.1), which has allowed

us to reduce the optimal lists of subalgebras. Moreover, as explained in

Section 2.1, it has also made the Lie reduction procedure consistent with

the natural 𝐺-equivalence on the solution set of the equation (1.1). The
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above arguments clearly confirm that the correct computation of 𝐺 and

𝐺L in Chapter 1 was important. Note that in fact the algebras g and gL

are infinite-dimensional Lie pseudoalgebras of vector fields. In general, the

classification of (low-dimensional) subalgebras of such an algebra is com-

plicated, in particular, by the necessity of considering differential [54] or

even functional [44, 88] equations in the course of this classification.

The algebra g is injectively mapped into the algebra gL via extending

the vector fields from g to the variable 𝑣. The vector fields (1.2), which

span g, are extended trivially and formally coincide with their counter-

parts in gL. The only exception is the vector field 𝐷s, which extends to

𝐷̄s = 𝑥𝜕𝑥+𝑦𝜕𝑦+3𝑢𝜕𝑢+
3
2𝑣𝜕𝑣. Moreover, gL = ḡ∈⟨𝑃 𝑣⟩, where ḡ is the image

of g under the above mapping, and 𝑃 𝑣 = 𝜕𝑣. Although the corresponding

homomorphism2.5 of the pseudogroup 𝐺 into the pseudogroup 𝐺L is not

injective, its kernel is generated by the discrete involution Is := Ds(−1)

from 𝐺, which of course involves the restrictions of Is as well, and the

quotient pseudogroups 𝐺/{id, Is} and 𝐺L/{P̄𝑣(𝐵), Ī𝑣 ∘ P̄𝑣(𝐵) | 𝐵 ∈ R} are

isomorphic, see the paragraph after Theorem 1.13. As a result, the classifi-

cations of one- and two-dimensional subalgebras of the algebra gL up to the

𝐺L-equivalence can be easily derived from the respective classifications for

the algebra g up to the 𝐺-equivalence, cf. Lemmas 2.3 and 2.7 for the case

of dimension one. Nevertheless, we have not presented the classification

of two-dimensional subalgebras of the algebra gL since we needed only a

few of these subalgebras, which are given directly when using them for Lie

reductions of the nonlinear Lax representation (1.14) in Section 2.5.2. The

correspondence between the equivalence classes of one-dimensional (resp.

two-dimensional) subalgebras of the algebras g and gL is injective but not

one-to-one. The list of inequivalent subalgebras of g of any fixed dimen-

sion can be trivially embedded in the corresponding list for the algebra gL
2.5For this homomorphism and the isomorphism below, we should replace 𝐺 by its trivial prolongation

to 𝑣, considering the restriction of elements of the prolongation on open subsets of the space with the

coordinates (𝑡, 𝑥, 𝑢, 𝑣).
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via the above extension of elements of g to the variable 𝑣. The bijection

breaking is related to the disappearance of Is and the appearance of 𝑃 𝑣

in the course of the transition from (𝐺, g) to (𝐺L, gL), see the subalgebras

s̄02.1′, s̄
2/3
2.1′ and s̄𝜀𝜈2.4 in Section 2.5.2. The last family of subalgebras is the

most interesting since, in contrast to the corresponding coefficient in the

second basis vector field of s̃2.4 and the 𝐺-equivalence, the parameter 𝜀 in

s̄𝜀𝜈2.4 cannot be set to 1 up to the 𝐺L-equivalence.

The described relation between the lists of inequivalent subalgebras of g

and of gL can be reformulated in terms of the relation between the cor-

responding collections of inequivalent Lie reductions of the equation (1.1)

and of the nonlinear Lax representation (1.14).

If subalgebras of g are 𝐺-equivalent, then the corresponding reduced

equations are necessarily similar with respect to point transformations

of the invariant variables. Consider a class 𝒞 of reduced equations for

the equation (1.1) that is associated with a parameterized family ℱ of

subalgebras of g, and thus the arbitrary elements of 𝒞 are expressed in

terms of the subalgebra parameters. Then the stabilizer of ℱ in 𝐺 in-

duces a (pseudo)subgroup 𝐺∼
𝒞,ind of the equivalence (pseudo)group 𝐺∼

𝒞 of

the class 𝒞. The proper inclusion 𝐺∼
𝒞,ind ≨ 𝐺∼

𝒞 , which happens quite com-

monly, means that some elements of 𝐺∼
𝒞 are not induced by transforma-

tions from 𝐺, and hence we call them hidden equivalence transformations

of the class 𝒞. If the subalgebras from the family ℱ are 𝐺-inequivalent to

each other, then transformations from the group 𝐺 can induce only point

symmetries of equations from the class 𝒞 but not point transformations

between different elements of this class. At the same time, in the case

of the presence of hidden equivalence transformations, a wide subset of

the action groupoid of 𝐺∼
𝒞 can still be used for mapping the class 𝒞 to

its proper subclass 𝒞 ′, which formally has less number of (significant) ar-

bitrary elements.2.6 Then the correspondence between the parameters of

2.6See [102] and references therein for mappings between classes of differential equations that are gen-

erated by families of point transformations.
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the family ℱ and the arbitrary elements of the subclass 𝒞 ′ is definitely not

injective. We can select ansatzes associated with subalgebras of ℱ such

that the corresponding class of reduced equations is minimal up to the

described mappings by hidden equivalence transformations. Nevertheless,

this is not always convenient as shown by reductions 1.3 and 1.4. The

classes of reduced equations 2.5, 2.9 and 2.14 are also not minimal in the

above sense. In this context, the family ℱ of subalgebras {s𝜌1.3} is espe-

cially demonstrative. After excluding the singular subalgebra s11.3 from ℱ
and properly modifying the corresponding ansatzes from Table 2.1, we

have derived the single simple reduced equation (2.5) instead of a class

of reduced equations with the functional parameter 𝜌 = 𝜌(𝑡) of ℱ as its

arbitrary element.

We have paid considerable attention to the selection of optimal ansatzes

and thus simplified the further consideration but the simplification is

not as significant as, e.g., that achieved for the Navier–Stokes equations

in [53, 54, 118]. Most of the reduced equations for the equation (1.1) are

quite cumbersome, and this is not the only feature of them that compli-

cates the computation of their Lie and discrete point symmetries. Thus,

each of reduced equations 1.10, 2.1𝜅 (including 2.13), 2.2𝜈 and 2.140𝜈𝛿
′
is

not of maximal rank on the entire associated manifold in the corresponding

jet space.2.7 Even if a reduced equation is of maximal rank, it is not nec-

essarily can be represented in the normal form, see reduced equation 2.5𝜆𝜇

with 𝜆 = 2/3. As far as we know, Lie and general point symmetries of such

unusual differential equations have not been considered in the literature.

For some reductions of codimension two, even under the optimal choice of

ansatzes, the permutation J of 𝑥 and 𝑦, which is a simple and obvious dis-

crete point symmetry of the equation (1.1), induces more complicated and

nontrivial discrete point symmetries of the corresponding reduced equa-

tions, and this leads to the complexity of general elements of the point

2.7Each of the reductions 2.1𝜅 (including 2.13), 2.2𝜈 and 2.140𝜈𝛿
′
can be considered as a two-step Lie

reduction with reduction 1.10 as its first step.
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symmetry groups of some reduced ordinary differential equations. There is

no similar phenomenon for Lie symmetries of reduced equations obtained

from the equation (1.1). Nevertheless, we have comprehensively studied

point symmetries and their induction for all the reduced equations se-

lected in the course of applying the optimized Lie reduction procedure to

the equation (1.1). This study itself is a necessary ingredient of the reduc-

tion procedure. It has helped us to cut down the number of Lie reductions

to be considered and to integrate or at least to lower the order of reduced

ordinary differential equations. Note that discrete symmetries of reduced

equations have been computed for the first time in [127], which is the

source of this chapter. In view of the above reasons such as the complexity

of reduced equations and their point symmetries and the simplicity of their

Lie-symmetry vector fields, the algebraic method by Hydon and its various

modifications are especially efficient and convenient for this computation.

For finding exact solutions of reduced ordinary differential equations,

we have also used the associated reduced systems for the nonlinear Lax

representation (1.14). Due to properly arranging the hierarchy of Lie re-

ductions of the equation (1.1) and accurately selecting a low number of

reduced ordinary differential equations to be integrated, we were able to

deeply analyze them and construct wider families of exact solutions of the

equation (1.1) than those presented in the literature. Of course, there

are a number of possibilities for extending and generalizing the results of

this chapter. In particular, since most of Lie symmetries of the reduced

equation (2.6) are hidden for the original equation (1.1), one can actu-

ally represent more solutions from the family (2.5) in an explicit form by

means of Lie reductions of (2.6) than those found in Section 2.5.1. In ad-

dition, the results of Section 2.7 on multiplicative separation of variables

for the equation (1.1) and of [92] on solutions of (1.1) that are polynomial

in (𝑥, 𝑦) show that more closed-form solutions of (1.1) can be constructed

using other tools of symmetry analysis of differential equations.
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We have checked all the obtained solutions and have selected only 𝐺-

inequivalent ones among them. Checking constructed solutions and their

inequivalence to known solutions is the last but most important step of

any procedure of finding exact solutions of differential equations. Unfor-

tunately, this step is commonly disregarded, which led to many papers

containing only incorrect or known solutions, see the discussion of such

papers in [74,117].
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Conclusion

In the thesis, we carried out the extended symmetry analysis of the (real

symmetric potential) dispersionless Nizhnik equation. In the course of this

study, we observed a number of new interesting phenomena and formalized,

enhanced and developed several methods and techniques of group analysis

of differential equations. In particular, we obtained the following results:

� Applying an original megaideal-based version of the algebraic method,

we computed the point-symmetry pseudogroups 𝐺, 𝐺L and 𝐺dN of

the dispersionless Nizhnik equation, the corresponding nonlinear Lax

representation and the dispersionless counterpart of the symmetric

Nizhnik system as well as the contact-symmetry pseudogroup 𝐺c of

this equation, which is the first usage of the megaideal-based version of

the algebraic method for finding the contact-symmetry (pseudo)group

of a differential equation. It turned out the pseudogroup 𝐺c coincides

with the first prolongation of the pseudogroup 𝐺.

� As the first step of the above computations, we studied the struc-

ture of the maximal Lie invariance algebras of the systems of differ-

ential equations under consideration and constructed sufficient sets of

megaideals of these algebras, main of which are their radicals. For

constructing a megaideal of the maximal Lie invariance algebra of the

nonlinear Lax representation of the dispersionless Nizhnik equation,

we developed a new technique, which is completely different from ex-

isting techniques that are used for the same purpose.

� It was shown that the necessary algebraic condition completely de-

fines the point-symmetry pseudogroup of the dispersionless Nizhnik
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equation. This gave the first example of a system of differential equa-

tions with this property in the literature. Even the nonlinear Lax

representation of the dispersionless Nizhnik equation and the disper-

sionless counterpart of the symmetric Nizhnik system do not have this

property.

� We checked whether the subalgebras of the maximal Lie invariance

algebra g of the dispersionless Nizhnik equation that naturally arise

in the course of the computation of the pseudogroup 𝐺 define the

diffeomorphisms stabilizing this algebra or its first prolongation.

� We constructed all the third-order partial differential equations in

three independent variables that are invariant with respect to the al-

gebra g. We found a set of geometric properties of the dispersionless

Nizhnik equation that exhaustively defines it. In addition to the in-

variance with respect to the algebra g, it includes the presence of the

three simplest conservation-law characteristics 1, 𝑢𝑥𝑥 and 𝑢𝑦𝑦. This

combines an inverse group classification problem with an inverse prob-

lem on conservation laws.

� The one- and two-dimensional subalgebras of the algebra g are exhaus-

tively classified up to the equivalence generated by the pseudogroup 𝐺,

which led to the complete classification of Lie reductions of the dis-

persionless Nizhnik equation to partial differential equations with two

independent variables and to ordinary differential equations. We also

showed that Lie reductions of this equation to algebraic equations

give no its new solutions as compared to those constructed using Lie

reductions of codimensions two and three.

� Lie and point symmetries of the derived reduced equations are compre-

hensively studied, including the analysis of which of them correspond

to hidden symmetries of the original equation. The point symmetry
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groups of reduced equations, in particular those that are not of max-

imal rank, were computed for the first time, including their discrete

point symmetries. It turned out that in contrast to Lie symmetries,

simple and obvious discrete point symmetries of the initial equation,

even under the optimal choice of ansatzes, can induce complicated

and nontrivial discrete point symmetries of the corresponding reduced

equations.

� The wide families of new exact invariant solutions of the dispersionless

Nizhnik equation are constructed in closed form in terms of elemen-

tary, Lambert and hypergeometric functions as well as in parametric

or implicit form.

� Multiplicative separation of variables was used for illustrative con-

struction of families of non-invariant solutions of the dispersionless

Nizhnik equation, which essentially generalizes some obtained fami-

lies of invariant solutions of this equation.
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81. Lie S., Über die Integration durch bestimmte Integrale von einer

Klasse linearer partieller Differentialgleichungen, Arch. for Math. 6

(1881), 328–368. (Translation by N.H. Ibragimov: S. Lie, On inte-

gration of a class of linear partial differential equations by means of

definite integrals, CRC Handbook of Lie group analysis of differential

equations. Vol. 2. Applications in engineering and physical sciences,

CRC Press, Boca Raton, FL, 1995, 473–508.)

82. Lie S., Theory of Transformation Groups, Vol. I, Teubner, Leipzig,

1888.

83. Lie S., Vorlesungen über Differentialgleichungen mit bekannten infi-

nitesimalen Transformationen, Teubner, Leipzig, 1891.

84. Lie S., Vorlesungen über continuierliche Gruppen mit geometrischen

und anderen Adwendungen, Teubner, Leipzig, 1893.

85. Maltseva D.S. and Popovych R.O., Point-symmetry pseudogroup,

Lie reductions and exact solutions of Boiti–Leon–Pempinelli system,

Phys. D 460 (2024), 134081, 21 pp., arXiv:2103.08734.

https://arxiv.org/abs/1607.04118
https://arxiv.org/abs/1607.04118
https://arxiv.org/abs/2003.02781
https://arxiv.org/abs/2003.02781
https://arxiv.org/abs/2103.08734


163

86. Manno G., Oliveri F., Saccomandi G. and Vitolo R., Ordinary

differential equations described by their Lie symmetry algebra,

J. Geom. Phys. 85 (2014), 2–15.

87. Manno G., Oliveri F. and Vitolo R., On differential equations

characterized by their Lie point symmetries, J. Math. Anal. Appl.

332 (2007), 767–786.

88. Martina L. and Winternitz P., Analysis and applications of the sym-

metry group of the multidimensional three-wave resonant interaction

problem, Ann. Physics 196 (1989), 231–277.

89. Marvan M., Sufficient set of integrability conditions of an orthonomic

system, Found. Comp. Math. 9 (2009), 651–674, arXiv:nlin/0605009.

90. Marvan M. and Sergyeyev A., Recursion operator for the stationary

Nizhnik–Veselov–Novikov equation, J. Phys. A 36 (2003), L87–L92.

91. Miller W., Jr., Encyclopedia of Mathematics and its Applications.

Vol. 4, Addison–Wesley Publishing Company, Reading, Mass., 1977.

92. Morozov O.I. and Chang J.-H., The dispersionless Veselov–Novikov

equation: symmetries, exact solutions, and conservation laws, Anal.

Math. Phys. 11 (2021), 126, 26 pp.

93. Nikitin A.G. and Popovych R.O., Group classification of nonlinear

Schrödinger equations, Ukr. Math. J. 53 (2001), 1255–1265, arXiv:

math-ph/0301009.

94. Nizhnik L.P., Integration of multidimensional nonlinear equations by

the inverse problem method, Soviet Phys. Dokl. 25 (1980), 706–708.

95. Nucci M.C., The complete Kepler group can be derived by Lie group

analysis, J. Math. Phys. 37 (1996), 1772–1775.

96. Olver P.J., Application of Lie groups to differential equations,

Springer, New York, 1993.

https://arxiv.org/abs/nlin/0605009
https://arxiv.org/abs/math-ph/0301009
https://arxiv.org/abs/math-ph/0301009


164

97. Olver P.J., Equivalence, invariants, and symmetry, Cambridge

University Press, Cambridge, 1995.

98. Opanasenko S., Bihlo A. and Popovych R.O., Group analysis of

general Burgers–Korteweg–de Vries equations, J. Math. Phys. 58

(2017), 081511, 37 pp., arXiv:1703.06932.

99. Opanasenko S., Bihlo A. and Popovych R.O., Equivalence groupoid

and group classification of a class of variable-coefficient Burgers

equations, J. Math. Anal. Appl. 491 (2020), 124215, 22 pp., arXiv:

1910.13500.

100. Opanasenko S., Bihlo A., Popovych R.O. and Sergyeyev A., Extended

symmetry analysis of isothermal no-slip drift flux model, Phys. D

402 (2020), 132188, 16 pp., arXiv:1705.09277.

101. Opanasenko S., Boyko V. and Popovych R.O., Enhanced group

classification of nonlinear diffusion-reaction equations with gradient-

dependent diffusion, J. Math. Anal. Appl. 484 (2020), 123739, 30

pp., arXiv:1804.08776.

102. Opanasenko S. and Popovych R.O., Mapping method of group

classification, J. Math. Anal. Appl. 513 (2022), 126209, 43 pp.,

arXiv: 2109.11490.

103. Ovsiannikov L.V., Group analysis of differential equations, Academic

Press, New York – London, 1982.

104. Pavlov M.V., Modified dispersionless Veselov–Novikov equation and

corresponding hydrodynamic chains, 2006, arXiv:nlin/0611022.

105. Pocheketa O.A. and Popovych R.O., Extended symmetry analysis

of generalized Burgers equations, J. Math. Phys. 58 (2017), 101501,

28 pp., arXiv:1603.09377.

106. Popovych R.O., Classification of admissible transformations of differ-

ential equations, in Collection of Works of Institute of Mathematics,

vol. 3, Institute of Mathematics, Kyiv, 2006, 239–254.

https://arxiv.org/abs/1703.06932
https://arxiv.org/abs/1910.13500
https://arxiv.org/abs/1910.13500
https://arxiv.org/abs/1705.09277
https://arxiv.org/abs/1804.08776
https://arxiv.org/abs/2109.11490
https://arxiv.org/abs/nlin/0611022
https://arxiv.org/abs/1603.09377


165

107. Popovych R.O., Reduction operators of linear second-order parabolic

equations, J. Phys. A 41 (2008), 185202, 31 pp., arXiv:0712.2764.

108. Popovych R.O., Point and contact equivalence groupoids of two-

dimensional quasilinear hyperbolic equations, Appl. Math. Lett. 116

(2021), 107068, 8 pp., arXiv:2009.07383.

109. Popovych R.O. and Bihlo A., Symmetry preserving parameterization

schemes, J. Math. Phys. 53 (2012), 073102, 36 pp., arXiv:1010.3010.

110. Popovych R.O. and Bihlo A., Inverse problem on conservation laws,

Phys. D 401 (2020), 132175, 16 pp., arXiv:1705.03547.

111. Popovych R.O., Boyko V.M., Nesterenko M.O. and Lutfullin M.W.,

Realizations of real low-dimensional Lie algebras, J. Phys. A 36

(2003), 7337–7360, arXiv:math-ph/0301029.

112. Popovych R.O., Eshraghi H., Admissible point transformations of

nonlinear Schrödinger equations, in Proceedings of 10th International

Conference in MOdern GRoup ANalysis (MOGRAN X) (Larnaca,

Cyprus, 2004), University of Cyprus, Nicosia, 2005, 167–174.

113. Popovych R.O. and Ivanova N.M., New results on group classification

of nonlinear diffusion-convection equations, J. Phys. A. 37 (2004),

7547–7565, arXiv:math-ph/0306035.

114. Popovych R.O. and Ivanova N.M., Potential equivalence transforma-

tions for nonlinear diffusion-convection equations, J. Phys. A: Math.

Gen. 38 (2005), 3145–3155, arXiv:math-ph/0402066.

115. Popovych R.O., Kunzinger M., Eshraghi H., Admissible transfor-

mations and normalized classes of nonlinear Schrödinger equations,

Acta Appl. Math. 109 (2010), 315–359, arXiv:math-ph/0611061.

116. Popovych R.O., Kunzinger M. and Ivanova N.M., Conservation laws

and potential symmetries of linear parabolic equations, Acta Appl.

Math. 100 (2008), 113–185, arXiv:0706.0443.

https://arxiv.org/abs/0712.2764
https://arxiv.org/abs/2009.07383
https://arxiv.org/abs/1010.3010
https://arxiv.org/abs/1705.03547
https://arxiv.org/abs/math-ph/0301029
https://arxiv.org/abs/math-ph/0306035
https://arxiv.org/abs/math-ph/0402066
https://arxiv.org/abs/math-ph/0611061
https://arxiv.org/abs/0706.0443


166

117. Popovych R.O. and Vaneeva O.O., More common errors in find-

ing exact solutions of nonlinear differential equations. I, Commun.

Nonlinear Sci. Numer. Simul. 15 (2010), 3887–3899, arXiv:0911.1848.

118. Popowych R., On Lie reduction of the Navier–Stokes equations,

J. Nonlinear Math. Phys. 2 (1995), 301–311.
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