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Abstract

In our previous presentation we have considered Markov chains with memory 2. It is
known that the theory of finite Markov chains with positive transition probabilities can be
embedded into the theory of limit Gibbs distributions as a trivial particular case, and the
Hamiltonians can be considered as a natural generalization of the transition probabilities
or, more exactly, of their logarithms [1,2]. To define Markov chains with memory r, we
consider model with competing interactions that describes interactions between two cites
on distance r.

Using methods theory of limit Gibbs measures we describe for some r limit distribu-
tions of some Markov chains with memory r.
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